Interfering pathways in benzene: An analytical treatment
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The mechanism for off-resonant electron transport through small organic molecules in metallic junctions is predominantly coherent tunneling. Thus, new device functionalities based on quantum interference could be developed in the field of molecular electronics. We invoke a partitioning technique to give an analytical treatment of quantum interference in a benzene ring. We interpret the antiresonances in the transmission as either multipath zeroes resulting from interfering spatial pathways or resonance zeroes analogous to zeroes induced by sidechains. © 2009 American Institute of Physics. [doi:10.1063/1.3259548]

I. INTRODUCTION

Quantum coherences of exciton transfer processes have been measured in photosynthetic reaction centers, suggesting that quantum mechanical effects may underlie the near-perfect quantum efficiency of photosynthesis.1,2 Inspired by nature, one could envision molecular electronic devices with functionalities derived from quantum interference.3–9 This appears feasible, as the dominant mechanism for electron transfer in many molecular transport junctions is coherent transport, and the current is generally well described by the Landauer equation. The coherent transport picture breaks down as the junction approaches resonant transport due to charging and increased electronic-vibrational coupling; consequently, coherent molecular devices should function in the off-resonant regime. Understanding destructive interference features is therefore important for the prospects of molecular electronics as these features can potentially be integrated into designs and manipulated to obtain molecular devices with a large dynamic range.10–25

Interference effects in transport through aromatic systems in general, and through benzene in particular, have been studied both experimentally,26,27 and theoretically.28–38 The large variation in transmission through a benzene ring as the substitution is changed from ortho to meta and to para (shown in Fig. 1) has been attributed to quantum interference. Working with a model Hamiltonian, at the Hückel level of electronic structure, we shall demonstrate how to interpret the negative interference features of the transmission functions for benzene in terms of interfering pathways by which the tunneling electron travels one way and another through the benzene ring. All but one of the antiresonances fit into this interpretation, and we shall make the distinction between multipath zeroes and resonance zeroes of the transmission function, a distinction that may prove helpful for the design of novel molecular devices.

The quantitative accuracy of contemporary transport calculations, with the electronic structure treated at the density functional theory level, is far superior to the simplistic model calculations used in this work. Yet, we expect the conceptual conclusions of our analytical treatment to carry over to larger numerical calculations, not unlike the computational work of Ke et al.,37 where interference features were not seen in benzene due to strong mixing of the molecular \( \pi \)-system and the \( \sigma \) orbitals of the electrode, but they were evident in larger conjugated rings.

The key mathematical entity in molecular conductance calculations is the molecular Green’s function, which is calculated from the molecular Hamiltonian and, possibly, additional self-energies describing interactions with surroundings or additional degrees of freedom. Most computational approaches calculate the transmission via the Green’s function. Working at the Hückel level of theory, we are able to give a fully analytical treatment, dissecting the molecular Green’s functions using two different theoretical techniques. We invoke a Löwdin partitioning scheme to interpret the antiresonances of the molecular Green’s function as the result of interfering spatial pathways. To describe the coupling between the molecule and metallic leads, we use perturbation theory to first order in the self-energy. This will allow us to treat linewidths and the splitting of degenerate orbitals on the imaginary energy axis, which causes dips in the transmission.

FIG. 1. Three different ways to attach electrodes to benzene.
II. MOLECULAR TRANSMISSION

The rate of electron transfer in molecular donor-bridge-acceptor systems is often described by a generalized Fermi’s golden rule,

\[ k_{AD} = \frac{2\pi}{\hbar} \sum_{ad} |t_{ad}(E)|^2 \delta(E - E_d). \]  

(1)

Here \( t_{ad} \) describes the transition matrix and the sums run over orbitals, with energies \( E_d \) and \( E_a \), spanning the donor and acceptor components of the molecule, respectively. A definition of the transition matrix is given by

\[ t_{ad}(E) = V_{ad} + \sum_{ij} V_{ai} G_{ij}^{\text{ret}}(E) V_{jd}. \]  

(2)

Here \( V \) is the coupling, or perturbation, and \( G_{ij}^{\text{ret}}(E) \) is the retarded Green’s function, described below.39–43 In this work, we assume that the electron transfer is bridge mediated; thus \( V_{ad} = 0 \).

Most contemporary approaches to molecular transport junctions work with the Landauer equation

\[ I = \frac{2e}{h} \int dE(f_L(E) - f_R(E))T(E). \]  

(3)

The transmission function,

\[ T(E) = \text{Tr}\{\Gamma^L G_{ij}^{\text{ret}}(E) \Gamma^R G_{ij}^{\text{adv}}(E)\}, \]  

(4)

is the property that is calculated in most computational approaches to molecular electronics.44–52 The advanced Green’s function, \( G_{ij}^{\text{adv}}(E) \), is the Hermitian conjugate of the retarded Green’s function described below, \( G_{ij}^{\text{ret}}(E) \) \( = (G_{ij}^{\text{ret}}(E))^\dagger \), and \( \Gamma^X \) is the spectral density of the left or right lead, \( X = L \) and \( R \) and is defined as

\[ \Gamma_{ij}^X(E) = 2\pi \sum_d V_{id} V_{dj} \delta(E - E_d). \]  

(5)

To elucidate the analogy between the rate expression (1) and the Landauer equation, we rewrite the transmission as a Fisher–Lee type expression18,53,54

\[ T(E) = 4\pi^2 \sum_{ad} \sum_{ijkl} (V_{ai} G_{ij}^{\text{ret}}(E) V_{jd}) (V_{al} G_{kl}^{\text{adv}}(E) V_{la}) \times \delta(E - E_d) \delta(E - E_a) \\
= 4\pi^2 \sum_{ad} |t_{ad}(E)|^2 \delta(E - E_d) \delta(E - E_a). \]  

(6)

The rate expression, Eq. (1), is then recovered by integrating over the independent energy variable

\[ k_{AD} = \frac{1}{\hbar} \int dET(E). \]  

(7)

A. The Green’s function

Under quite general conditions we can study the quantum interference phenomena occurring in either photochemical donor-bridge-acceptor systems or molecular transport junctions by focusing on the retarded Green’s operator of the bridging molecule, which is defined by

\[ G_{ij}^{\text{ret}}(E) = \frac{1}{E - H + i\eta} \]  

(8)

Here \( H \) is the Hamiltonian in question, and \( \eta \) is a positive infinitesimal. In the case of donor-bridge-acceptor systems, we take \( H \) to be the Hückel Hamiltonian of the molecular bridge. For a molecular transport junction, we will add the coupling to the leads as an imaginary potential. All Green’s functions described below will be retarded, so the superscript \( \text{ret} \) and the imaginary infinitesimal \( i\eta \) will be omitted.

Mathematically, we shall adopt two complementary viewpoints when analyzing the Green’s functions. From a linear algebra point of view, the retarded Green’s operator is a restriction of the resolvent, \( G(E) = (E - H)^{-1} \), which is obtained by matrix inversion of the operator \( E - H \). A closed expression for a specific matrix element of the resolvent is given as the ratio between the so-called cofactor, \( \mathcal{C}_j(E - H) \), and the secular determinant,

\[ G_{ij}(E) = \frac{\mathcal{C}_{ij}(E - H)}{\text{det}(E - H)}. \]  

(9)

The \( j \)th cofactor of a matrix \( A \) is given as

\[ \mathcal{C}_{ij}(A) = (-1)^{|i-j|} \text{det}(\tilde{A}_{ij}), \]  

(10)

where \( \tilde{A}_{ij} \) is the submatrix of \( A \) obtained by removing the \( j \)th row and the \( i \)th column.

From a complex analysis point of view, we consider the Green’s function, Eq. (9), as a function of the (in general complex) energy variable \( E \). It is meromorphic since it is given as the ratio of two polynomials in \( E \). The poles of the Green’s function thus coincide with the zeros of the secular determinant, i.e., the eigenenergies of the molecular Hamiltonian.

Likewise, antiresonances in the transmission, where the Green’s function and hence the transmission function equal zero, are due to zeroes in the cofactor. However, not all zeroes of the cofactor result in an antiresonance in the transmission. The Hamiltonian \( H \) is a simple matrix, i.e., it has a full set of eigenvectors and is thus diagonalizable. A theorem for simple matrices implies that all poles of the Green’s function are simple poles; thus any degenerate eigenvalues of \( H \) are roots of the cofactor.55 As we shall see below, the breaking of a degeneracy will therefore make an additional anti-resonance appear.

In simple cases, where the Hamiltonian can be diagonalized exactly, it can be helpful to expand the Green’s operator in a basis of eigenvectors, \( \{|u_i\}\). We write

\[ G(E) = \frac{1}{E - H - \sum_i \frac{|u_i\rangle\langle u_i|}{E - E_i}}. \]  

(11)

Thus the residue of the pole at \( E_i \) is the orthogonal projection onto the eigenvector, \( |u_i\rangle \langle u_i| \). The residue of a degenerate eigenvalue is obtained by summation over a full basis for the eigenspace, \( \text{res}(E_i) = \sum_i |u_{i\epsilon}\rangle \langle u_{i\epsilon}| \).
Beginning with the definition of the Green's function, write the uncoupled Hamiltonian as

$$ H = \begin{bmatrix} \alpha & \beta & 0 \\ \beta & \alpha & \beta' \\ 0 & \beta' & \alpha' \end{bmatrix}. $$

(17)

Now we remove the sidechain by defining $P=|1\rangle\langle1|+|2\rangle\langle2|$. This implies $Q=|3\rangle\langle3|$, and using Eq. (16), we obtain a self-energy

$$ P\Sigma(E)P = PVQ \frac{1}{E-H} QVP = \frac{\beta^2}{E-\alpha}|2\rangle\langle2|, $$

(18)

which is introduced in the effective Hamiltonian

$$ H^{\text{eff}} = \begin{bmatrix} \alpha & \beta \\ \beta & \alpha + \Sigma(E) \end{bmatrix}. $$

(19)

Even though we have reduced the dimension of the Hamiltonian, the self-energy ensures that we obtain the exact result for Green's functions defined in the reduced Hilbert space,

$$ G_{21}(E) = \langle 2| \frac{1}{E-H^{\text{eff}}} |1 \rangle $$

$$ = \frac{\beta}{(E-\alpha-\Sigma(E))(E-\alpha)-\beta^2} $$

$$ = \frac{1}{E-\alpha} \frac{1}{E-\alpha-\Sigma(E)-\beta^2}. $$

(20)

The last expression could be obtained via Dyson's equation, which in this case reads $G_{21}(E)=G_{22}^0(E)BG_{11}(E)$. When the energy variable $E$ is resonant with the sidechain energy $\alpha'$, the self-energy diverges. This implies $G_{11}(\alpha')=0$, which offers a characterization of the antiresonances induced by sidechains. A pole in the self-energy implies an antiresonance in the Green's function.13-21,24

In molecular electronics, the metal leads bonded to a molecule are also described with the partitioning technique. Often, the so-called wide-band approximation is used, in which case only the resonant part of the self-energy remains, constituting an imaginary potential in the molecular Hamiltonian. This approach is taken in Sec. V.

**B. Paths through cyclic systems**

The ring topology of any cyclic molecular means that the partitioning technique can be used to describe the transmission in terms of different spatial paths around the ring. For example, in benzene the self-energy terms appearing in the effective Hamiltonian $H^{\text{eff}}(E)$ can be assigned to one of two distinct spatial paths, A or B, between sites $|a\rangle$ and $|b\rangle$, as shown in Fig. 3,

$$ H^{\text{eff}}(E) = \begin{bmatrix} \alpha + \Sigma^A_{aa} + \Sigma^B_{bb} & \Sigma^A_{ab} + \Sigma^B_{ba} \\ \Sigma^A_{ba} + \Sigma^B_{ab} & \alpha + \Sigma^A_{bb} + \Sigma^B_{ba} \end{bmatrix}. $$

(21)

The Hamiltonian $H^{\text{ret}}(E)$ is symmetric since $\Sigma_{ab}^X=\Sigma_{ba}^X$ for $X=A, B$.

If we consider the diagonal part of this effective Hamiltonian as the unperturbed Hamiltonian and the off-diagonal

![Figure 2. A three-site model wire.](Image)
elements as the perturbation, we can use Dyson’s equation to write the off-diagonal element of the Green’s function $G_{ba}(E)$ as

$$G_{ba}(E) = \frac{1}{E - \alpha - \Sigma_{bb} - \Sigma_{ba} - \frac{(\Sigma_{bb}^A + \Sigma_{bb}^B)(\Sigma_{ab}^A + \Sigma_{ab}^B)}{E - \alpha - \Sigma_{aa}^A - \Sigma_{aa}^B}} \times \frac{1}{E - \alpha - \Sigma_{aa}^A - \Sigma_{aa}^B}. \tag{22}$$

This expression takes the form $G_{bb}(E)\Sigma_{ba}(E)G_{aa}(E)$, where the three factors give the contributions from site $|b\rangle$, the two paths, and site $|a\rangle$, respectively. The first factor, $G_{bb}(E)$, is the full Green’s function for the site $|b\rangle$, with self-energies describing virtual excursions into the bridges, $\Sigma_{bb}^A$ and $\Sigma_{bb}^B$, and to the site $|a\rangle$ and back, $(\Sigma_{bb}^A + \Sigma_{bb}^B)(\Sigma_{ab}^A + \Sigma_{ab}^B)/(E - \alpha - \Sigma_{aa}^A - \Sigma_{aa}^B)$. Note that the two distinct paths lead to $2^2 = 4$ similar terms in the self-energy. The last factor is the uncoupled Green’s function for the site $|a\rangle$, with self-energies describing virtual excursions into the bridges $A$ and $B$.

There are two conditions that will cause the Green’s function to have a zero and thus an antiresonance in the transmission. Either the sum of the self-energies, $\Sigma^A + \Sigma^B$, is zero or the product $G_{bb}(E)G_{aa}(E)$ is zero because of a pole in one of the self-energies, $\Sigma^A$ or $\Sigma^B$. We will refer to the former as multipath zeroes because they occur when the self-energies of the two paths around the ring cancel each other. We will refer to the latter as resonance zeroes because they occur when the energy variable $E$ is resonant with an eigenenergy of the substructure of the molecule described by the self-energy. This is directly analogous to the zeroes caused by sidechains, as described above.

In the terminology of the renormalized perturbation expansion,60,61 used, e.g., to describe electron transfer in proteins,31 multipath zeroes are the result of interference of two or more skeleton paths. Resonance zeroes, on the other hand, result from a decoration that all skeletons paths have in common.

C. Cofactor factorization theorem

We now have two ways of characterizing the zeroes of the Green’s function and thus the antiresonances of the transmission function. On the one hand, zeroes of the Green’s function are zeroes of the cofactor, as seen from Eq. (9). On the other hand, from the discussion of Eq. (22), zeroes of the Green’s function are either multipath zeroes, meaning zeroes of the sum of self-energies $\Sigma^A + \Sigma^B$, or resonance zeroes, where either $\Sigma^A$ or $\Sigma^B$ is divergent. We can elucidate the connection with a factorization theorem for the cofactor.

In the simple case, when the Hamiltonian is reduced to two dimensions, say, $P = |1\rangle|1\rangle + |2\rangle|2\rangle$, the off-diagonal cofactors that we are interested in can be factorized as:

$$C_{12}(E - H) = \det(Q(E - H)Q)/(2|\Sigma(E)|1). \tag{23}$$

To derive this result, we begin with the definition of the cofactor from Eq. (9),

$$C_{12}(E - H) = \det(E - H)/(2|E|1). \tag{24}$$

With the projection operators $P$ and $Q$, we can write the Hamiltonian as a block matrix,

$$H = \begin{pmatrix} PHP & PHQ \\ QHP & QHQ \end{pmatrix}, \tag{25}$$

and use a standard identity for the determinant of a block matrix to obtain

$$\det(E - H) = \det(Q(E - H)Q)(\det(E - PH^0P - P\Sigma(E)P)). \tag{26}$$

Defining $H_{eff} = PH^0P + P\Sigma(E)P$, we can now write Eq. (24) as

$$C_{12}(E - H) = \det(Q(E - H)Q)(\det(E - H_{eff})(2\frac{1}{E - H_{eff}})). \tag{27}$$

$$= \det(Q(E - H)Q)C_{12}(E - H_{eff}). \tag{28}$$

When $H_{eff}$ is a two by two matrix, we have $C_{12}(E - H_{eff}) = (2|\Sigma(E)|1)$, which completes the proof. Thus multipath zeroes are zeroes of the self-energy $(2|\Sigma(E)|1)$, whereas resonance zeroes are zeroes of the determinant $\det(Q(E - H)Q)$. We shall use this factorization below when discussing the ortho, meta, and para cofactors of benzene.

IV. UNDERSTANDING BENZENE

We now apply these methods to study the transport through the prototypical cyclic system: benzene. A Hückel Hamiltonian for the $\pi$ system of benzene can be written as

$$H = \sum_{i=1}^{6} \alpha|i\rangle\langle i| + \sum_{i=1}^{6} \beta|i\rangle\langle i+1| + \langle i+1|i\rangle, \tag{29}$$

where $|i\rangle$ represents the $p$-orbital on atom $i$, and we define $|7\rangle = |1\rangle$ to describe the ring topology. The different substitution patterns result from coupling different sites to the electrodes, sites $|1\rangle$ and $|2\rangle$, $|1\rangle$ and $|3\rangle$, and $|1\rangle$ and $|4\rangle$ for ortho, meta, and para, respectively.
These changes in the substitution pattern result in dramatically different transmissions through the system. Figure 4 illustrates the different transmissions on both linear and logarithmic scales. The differences in the resonances can be seen clearly on the linear scale and, in particular, the dramatic differences in the antiresonances on the logarithmic scale.

The relevant energy range for chemical reactivity is between the highest occupied and the lowest unoccupied molecular orbitals. In this entire range the transmission in the meta case is largely suppressed due to the antiresonance at zero. This is fully consistent with the rules for electrophilic substitution reactions on benzene; the ortho and para positions are electron rich or deficient depending on whether the first substituent is electron donating or withdrawing. The meta position, on the other hand, has no coupling to the first substituent due to the suppression of the transmission function. Now we apply the techniques developed previously to see how these differences arise from the properties of the Green’s function.

A. Constructing the Green’s function

The Hückel Hamiltonian of benzene can be diagonalized exactly, and we take advantage of this to calculate explicit expressions for the Green’s functions by using Eq. (11). Whereas the results from the previous section do not require diagonalization and are thus applicable to all molecules, knowledge of the eigenenergies and molecular orbitals of benzene enables us to give a more explicit and detailed analysis of our case study. The eigenvalues are \( \lambda_1, \lambda_2, \lambda_3, \) and \( \lambda_4 \), and the secular determinant factorizes as

\[
\det(E - H) = (E - \lambda_1)(E - \lambda_2)(E - \lambda_3)(E - \lambda_4)
\]

We construct a unitary matrix \( U \) by writing a set of normalized eigenvectors \( \{|u_i\} \) as columns,
TABLE I. Residues in the ortho, meta, and para cases.

<table>
<thead>
<tr>
<th></th>
<th>$G_{21}(E)$</th>
<th>$\alpha+2\beta$</th>
<th>$\alpha+\beta$</th>
<th>$\alpha-\beta$</th>
<th>$\alpha-2\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ortho</td>
<td>$G_{21}(E)$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$-\frac{1}{6}$</td>
<td>$-\frac{1}{6}$</td>
</tr>
<tr>
<td>Meta</td>
<td>$G_{31}(E)$</td>
<td>$\frac{1}{6}$</td>
<td>$-\frac{1}{6}$</td>
<td>$-\frac{1}{6}$</td>
<td>$\frac{1}{6}$</td>
</tr>
<tr>
<td>Para</td>
<td>$G_{41}(E)$</td>
<td>$\frac{1}{6}$</td>
<td>$-\frac{1}{6}$</td>
<td>$-\frac{1}{6}$</td>
<td>$-\frac{1}{6}$</td>
</tr>
</tbody>
</table>

When donor and acceptor entities, or two electrodes, are attached to a benzene molecule in either ortho, meta, or para configurations, different matrix elements of the Green’s operator, Eq. (11), are relevant. In the ortho case the attachments are to adjacent atoms, e.g., [1] and [2], and we choose to calculate $G_{21}(E)=\langle 2|G(E)|1 \rangle$ as

$$G_{21}(E) = \sum_i \frac{(2|u_i\rangle\langle u_i|1)}{E-e_i}. \quad (32)$$

The residues for the ortho, meta, and para Green’s function elements are tabulated in Table I. Each residue is a matrix element of an off-diagonal projection operator, which is why the sum of residues in each case is zero. Note also that the ortho and para Green’s functions are even functions of energy, $G_{21}(E-\alpha)=G_{21}(E+\alpha)$, whereas the meta matrix element is an odd function of energy, $G_{31}(E-\alpha)=-G_{31}(E+\alpha)$; thus the meta matrix element will have a zero, an antiresonance, at $E=\alpha$. These symmetries derive from Coulson’s pairing theorem, which ensures a symmetric Hückel spectrum for alternant hydrocarbons. In graph theory, these are the molecules that can be represented by bipartite, or two-color, graphs. After calculating the Green’s functions exactly, we now turn to a detailed analysis, in terms of different pathways, for each substitution pattern.

1. Ortho

First, we identify the paths through the molecule. In ortho substituted benzene one pathway is the direct bond between the two atoms; thus $\Sigma_{21}^\theta=\beta$ and $\Sigma_{11}^\theta=\Sigma_{22}^\theta=0$, as there are no intervening sites. The second pathway consists of four sites and has the Hückel spectrum of butadiene. The eigenenergies are $\alpha+\phi\beta, \alpha+\beta/\phi, \alpha-\beta/\phi, \alpha-\phi\beta$, where $\phi=1/\sqrt{5}=0.618...$ is the golden ratio and $1/\phi=0.618...=\phi^{-1}$. A set of eigenvectors is given by $\{|c_1, c_2, c_2, c_1, c_2\}, \{|c_2, -c_1, c_1, c_2, c_2\}, \{|c_2, -c_2, c_2, -c_1, c_2\}\}$, where $c_1=1/(\sqrt{2+\sqrt{5}})$ and $c_2=\phi c_1$. The off-diagonal self-energy is given as

$$\Sigma_{21}^\theta(E) = -\frac{c_1^2\beta^2}{E-\alpha-\phi\beta} - \frac{c_2^2\beta^2}{E-\alpha-\beta/\phi} + \frac{c_2^2\beta^2}{E-\alpha+\beta/\phi} - \frac{c_2^2\beta^2}{E-\alpha+\phi\beta}. \quad (34)$$

The diagonal self-energy $\Sigma_{11}^\theta=\Sigma_{22}^\theta$ is given by a similar expression, except that all residues are positive.

The ortho cofactor can now be expressed as the product of the sum of the self-energies of the paths, $\beta+\Sigma_{21}^\theta(E)$, and the secular determinant of the Hückel Hamiltonian for butadiene,

$$C_{12}(E-H) = (\beta+\Sigma_{21}^\theta(E))\det(Q(E-H)Q) = \beta((E-\alpha)^2-\beta^2)((E-\alpha)^2-2\beta^2). \quad (35)$$

FIG. 5. For ortho substitution, the Green’s function (green), $\beta+\Sigma_{21}^\theta(E)$ (blue), and cofactor (red).

FIG. 6. For meta substitution, the Green’s function (green), $\Sigma_{11}^\theta(E) + \Sigma_{11}^\theta(E)$ (blue), and cofactor (red).
The cofactor is a fourth order polynomial in $E$ and has four real roots. As mentioned above, there will always be roots at the degenerate eigenvalues, in this case $\pm \sqrt{2}\beta$, to ensure that these poles of the Green’s function are simple poles. As we shall see below, the zeroes at $\pm \sqrt{2}\beta$ will manifest themselves when the degeneracy of the eigenvalues is lifted. The two other roots of the cofactor, at $\alpha \pm \sqrt{2} \beta$, cause the Green’s function to have zeroes.

The sum of the self-energies for each path, $\beta + \Sigma_{21}(E)$, has the four zeroes in common with the cofactor, and we call them multipath zeroes by the distinction made above. Thus the idea of interfering pathways can explain all features of ortho substituted benzene.

2. Meta

In meta substituted benzene the shorter path comprises a single site; thus $\Sigma_{41}^A = \Sigma_{11}^A = \beta^2 / (E - \alpha)$. The longer path consists of three sites and has the Hückel spectrum of propene, with eigenvalues $\alpha + \sqrt{2} \beta, \alpha - \sqrt{2} \beta$. A set of eigenvectors is given by $\{ (1/2, 1/\sqrt{2}, 1/2), (1/\sqrt{2}, 0, -1/\sqrt{2}), (1/2, -1/\sqrt{2}, 1/2) \}$. The off-diagonal self-energy is given as $\Sigma_{41}(E) + \Sigma_{31}(E)$. The figure 8 shows the real (left) and imaginary (right) parts of the Green’s functions for (from top to bottom) ortho, meta, and para substitution patterns. Left: the real part $\text{Re} G(E)$ for the uncoupled system (green), the coupled system calculated exactly (red), and the coupled system calculated by first order perturbation in $\Gamma$ (black). Right: the imaginary part $\text{Im} G(E)$ for the coupled system calculated exactly (blue) and the first order perturbation in $\Gamma$ (black). For all plots: $\alpha = 0$, $\beta = -0.5$, and $\Gamma = 0.2$. 
\[
\Sigma_{31}^B(E) = \frac{\beta^2}{4} \left( \frac{1}{E - \alpha - \sqrt{2}\beta} - \frac{1}{E - \alpha + \sqrt{2}\beta} - \frac{\beta^2}{2} \left( \frac{1}{E - \alpha - \beta} + \frac{1}{E - \alpha + \beta} \right) \right).
\]

(36)

The diagonal self-energy \( \Sigma_{11}^B = \Sigma_{33}^B \) is given by a similar expression, except that all residues are positive. The cofactor is given as the sum of the self-energies, \( \Sigma_{31}^A(E) + \Sigma_{31}^B(E) \), times the secular determinant of the paths,

\[
C_{13}(E - H) = (\Sigma_{31}^A(E) + \Sigma_{31}^B(E)) \det(Q(E - H)Q) = \beta^2(E - \alpha)((E - \alpha)^2 - \beta^2).
\]

(37)

Figure 6 shows the Green’s function, the sum of the self-energies, and the cofactor plotted as functions of energy. The cofactor is a third order polynomial in \( E \) and has three real roots. As mentioned above, there will always be roots at the degenerate eigenvalues, in this case \( \alpha \pm \beta \), to ensure that these poles of the Green’s function are simple poles. The third root causes the Green’s function to have a zero at \( E = \alpha \).

The sum of the self-energies, \( \Sigma_{31}^A(E) + \Sigma_{31}^B(E) \), has two zeroes in common with the cofactor \( (E=\alpha \pm \beta) \). Again, these are multipath zeroes, which will manifest themselves when the eigenvalue degeneracy is lifted. Notably, the third zero, at \( E=\alpha \), cannot be thought of as resulting from interfering pathways. We call it a resonance zero and emphasize that it is analogous to zeroes induced by sidechains in a molecular structure, a fact that should be considered when designing molecules for interference experiments since the zero is at \( E=\alpha \) and thus will be near the Fermi level in experimental realizations.

3. Para

For para substitution, the two paths are identical and each consists of two sites. The eigenvalues are \( \alpha \pm \beta \) with bonding and nonbonding eigenvectors \( \{(1/\sqrt{2},1/\sqrt{2}),(1/\sqrt{2},-1/\sqrt{2})\} \). The off-diagonal self-energy is given by

\[
\Sigma_{41}^A(E) = \Sigma_{41}^B(E) = \frac{\beta^2}{2} \left( \frac{1}{E - \alpha - \beta} - \frac{1}{E - \alpha + \beta} \right).
\]

(38)

Each diagonal self-energy is given by a similar expression with both residues positive. The cofactor is given as the product of the sum of the self-energies and the secular determinants of the paths,

\[
G_{ba}(E) = \frac{\Sigma_{ba}^A + \Sigma_{ba}^B}{(E - \alpha + i\frac{\Gamma}{2} - \Sigma_{aa}^A - \Sigma_{ba}^B)(E - \alpha + i\frac{\Gamma}{2} - \Sigma_{bb}^A - \Sigma_{bb}^B) - (\Sigma_{ab}^A + \Sigma_{ab}^B)(\Sigma_{ba}^A + \Sigma_{ba}^B)}.
\]

(42)

This expression is exact and it requires no knowledge of eigenvalues or eigenvectors. We use it when plotting the

\[
C_{14}(E - H) = (\Sigma_{41}^A(E) + \Sigma_{41}^B(E))((E - \alpha)^2 - \beta^2) = 2\beta^2((E - \alpha)^2 - \beta^2).
\]

(39)

Figure 7 shows the Green’s function, the sum of the self-energies, and the cofactor, plotted as a function of energy. The cofactor is a second order polynomial in \( E \) and has two real roots. These are located at the degenerate eigenvalues \( \alpha \pm \beta \) as described above. These zeroes are provided by the secular determinant and are therefore resonance zeroes. As we shall discuss below, they will not, for symmetry reasons, manifest themselves in the transmission function when the degeneracies are lifted.

V. LINEWIDTHS

Until now, we have focused on the Green’s function derived from the Hamiltonian of the isolated molecule. As the molecule couples to the two metal electrodes, the molecular levels broaden and the resonances in the transmission function acquire width. A self-energy in the molecular Hamiltonian captures this. The imaginary part of the self-energy describes the broadening, whereas the real part shifts the energy levels. We work in the wide-band approximation where the self-energy is purely imaginary. For each atomic site that couples to an electrode, we shift the energy as

\[
\alpha \rightarrow \alpha - i\frac{\Gamma}{2}.
\]

(40)

The spectral density is denoted \( \Gamma \). The sign of the energy shift is negative because we work with retarded Green’s functions.

We focus on the atomic sites, say, \( \{|a\},|b\} \), that are coupled directly to the electrodes. Using the Löwdin partitioning to project onto the Hilbert space that they span, we obtain an effective Hamiltonian, which for our test case of benzene reads

\[
H_{\text{eff}}(E) = \begin{bmatrix}
\alpha - i\frac{\Gamma}{2} + \Sigma_{aa}^A + \Sigma_{bb}^B & \Sigma_{ab}^A + \Sigma_{ab}^B \\
\Sigma_{ba}^A + \Sigma_{ba}^B & \alpha - i\frac{\Gamma}{2} + \Sigma_{bb}^A + \Sigma_{bb}^B
\end{bmatrix}.
\]

(41)

where \( A \) and \( B \), as above, denote the two pathways through benzene. For a \( 2 \times 2 \) Hamiltonian, the resolvent can be obtained analytically, and the \( G_{ba}(E) \) element reads

Green’s functions and transmission functions.

Since the perturbation is imaginary, the perturbed Hamil-
tonian is no longer Hermitian, and the residue of a given pole, at \( \epsilon_i' \), is no longer the matrix element of an orthogonal projection, \( |u_i'\rangle\langle u_i'| \), as in Eq. (11). A general expression is given by

\[
G_{bi}(E) = \langle b | \sum_i \frac{|u_i'\rangle\langle u_i'|}{E - \epsilon_i} | a \rangle, \tag{43}
\]

where \( |u_i'\rangle \) is a left eigenvector of the Hamiltonian \( \langle u_i'| H = \langle v_i'| e_i' \). The perturbed Hamiltonians that we consider are complex symmetric matrices, which implies that any left eigenvector is the complex conjugate of the corresponding right eigenvector \( |v_i'\rangle = |u_i'\rangle \), and we can construct the Green’s function as

\[
G_{ba}(E) = \langle b | \sum_i \frac{|u_i'\rangle\langle u_i'|}{E - \epsilon_i} | a \rangle. \tag{44}
\]

The details of calculating the Green’s functions for ortho, meta, and para substitutions are given in the Appendix. Both the perturbed and exact Green’s functions are shown in Fig. 8. Overall, the first order perturbation expression is in good agreement with the exact result, the largest discrepancies are around the degenerate eigenvalues at \( \pm \beta \). With our choice of parameters, the ratio \( \Gamma / \beta \) equals \(-0.4\). For a \( \beta \) that reproduces the gap between the highest occupied molecular orbital and lowest unoccupied molecular orbital of benzene (\(~10\) eV), this corresponds to a spectral density of \(~2\) eV. An experimental spectral density \( \Gamma \) of the order of \( 1\) eV is very large, and we thus conclude that the first order perturbation employed here is a sensible approach.

The Green’s functions calculated to first order in \( \Gamma \) are given by

\[
G_{\text{ortho}}^{\text{ortho}}(E) = \frac{1}{6 E - \alpha - 2 \beta + i \Gamma / 6} - \frac{1}{12 E - \alpha - \beta + i \Gamma / 12} + \frac{1}{4 E - \alpha - \beta + i \Gamma / 4} + \frac{1}{12 E - \alpha + \beta + i \Gamma / 12} - \frac{1}{4 E - \alpha + \beta + i \Gamma / 4} - \frac{1}{6 E - \alpha + 2 \beta + i \Gamma / 6}, \tag{45}
\]

\[
G_{\text{meta}}^{\text{meta}}(E) = \frac{1}{6 E - \alpha - 2 \beta + i \Gamma / 6} + \frac{1}{12 E - \alpha - \beta + i \Gamma / 12} - \frac{1}{4 E - \alpha - \beta + i \Gamma / 4} - \frac{1}{12 E - \alpha + \beta + i \Gamma / 12} + \frac{1}{4 E - \alpha + \beta + i \Gamma / 4} + \frac{1}{6 E - \alpha + 2 \beta + i \Gamma / 6}. \tag{46}
\]

\[
G_{\text{para}}^{\text{para}}(E) = \frac{R_1^1}{6 E - \alpha - 2 \beta + i \Gamma / 6} - \frac{1}{3 E - \alpha - \beta + i \Gamma / 3} + \frac{1}{3 E - \alpha + \beta + i \Gamma / 3} - \frac{1}{6 E - \alpha + 2 \beta + i \Gamma / 6}. \tag{47}
\]

The numerical factors \( R_i^j \) \((x = o, m, p)\) have the property that \( R_i^j \rightarrow 1 \) for \( \gamma \Gamma / (12 \beta) \rightarrow 0 \).

The transmission functions, \( T(E) = |G(E)|^2 \), are depicted in Fig. 4. In all three cases the widths of the lines at \( \alpha \pm 2 \beta \), say, \( \Gamma' \), are given by the shift in the poles, \( \Gamma' / 2 = \Gamma / 6 \Rightarrow \Gamma' = \Gamma / 3 \). No simple notion of linewidth applies to the split peaks at \( \alpha \pm \beta \) in the ortho and meta cases. They are dominated by the no longer degenerate levels, whose perturbed energies are split on the imaginary energy axis, which is why the antiresonances at \( \alpha \pm \beta \) appear. The slight asymmetry of the lineshapes that is exaggerated by the perturbative treatment stems from the imaginary parts of the eigenvectors. In the para case the width of the resonances at \( \alpha \pm \beta \) equals \( 2 \Gamma / 3 \).

**VI. CONCLUSION**

In an attempt to open the black box of quantum transport calculations, we have given a fully analytical model treatment of molecular transmission. We have endeavored to probe the relationship between transmission features, electronic structure, and chemical understanding. Quite generally, the Green’s functions derived from a Hückel Hamiltonian can be expressed as the ratio of the so-called cofactor over the secular determinant. The presence of the secular determinant in the denominator reiterates the known result that the poles in the Green’s function coincide with the molecular orbital energies. Using the Löwdin partitioning technique, we have derived a Dyson’s equation for the Green’s functions of cyclic molecules. This in turn leads to a factorization theorem for the cofactor, which we have used to distinguish between two types of zeroes of the Green’s functions: multipath zeroes, which are a result of the interference of the different spatial pathways through benzene, and reso-
TABLE III. The normalization factors.

<table>
<thead>
<tr>
<th>Ortho</th>
<th>Meta</th>
<th>Para</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_o = \left( 1 + \frac{56}{9} \right)^{-1/2} )</td>
<td>( N_m = \left( 1 + \frac{89}{36} \right)^{-1/2} )</td>
<td>( N_p = \left( 1 + \frac{8}{9} \right)^{-1/2} )</td>
</tr>
<tr>
<td>( N_o' = \left( 1 + \frac{27}{4} \right)^{-1/2} )</td>
<td>( N_m' = \left( 1 + \frac{9}{4} \right)^{-1/2} )</td>
<td>( N_p' = \left( 1 + \frac{35}{36} \right)^{-1/2} )</td>
</tr>
</tbody>
</table>

APPENDIX: PERTURBATIVE EIGENVALUES AND EIGENVECTORS

Here we consider the coupling to the electrodes as a perturbation and calculate the poles and residues of the Green’s functions to first order in \( \Gamma \). Remember that the first order correction to an eigenenergy \( \epsilon_i \) is simply the expectation value of the perturbation \( V \). We write the perturbed eigenvalue \( \epsilon_i^{(1)} \) as

\[
\epsilon_i^{(1)} = \epsilon_i + (u_i | V | u_i). \tag{A1}
\]

The corresponding perturbed eigenvector is given by

\[
| u_i^{(1)} \rangle \propto | u_i \rangle + \sum_{j \neq i} \frac{| u_j \rangle \langle u_i |}{\epsilon_i - \epsilon_j} V | u_i \rangle, \tag{A2}
\]

which can then be normalized. From the perturbed eigenvalues and eigenvectors, we construct the Green’s function.

In the ortho case the two electrodes bind to neighboring sites. One could choose sites |1⟩ and |2⟩, but to take advantage of the eigenvector symmetry, we choose |3⟩ and |4⟩. The perturbation operator in the ortho case now reads

\[
V^{\text{ortho}} = -\frac{i}{2} \Gamma \left( |3\rangle \langle 3| + |4\rangle \langle 4| \right). \tag{A3}
\]

When the perturbation is rotated to the molecular orbital (MO) basis, \( V^o = U^{-1} V^{\text{ortho}} U \), it becomes block-diagonal due to our choice of sites. The three molecular orbitals that are even with respect to the symmetry plane of \( V^{\text{ortho}} \), namely, \( \{|u_2\rangle, |u_3\rangle, |u_4\rangle\} \), mix under the even submatrix,

\[
V^o_{\text{even}} = -\frac{i}{2} \Gamma \begin{bmatrix}
2 & -\sqrt{6} & -\sqrt{2} \\
-\sqrt{6} & 3 & \sqrt{3} \\
-\sqrt{2} & \sqrt{3} & 1
\end{bmatrix}, \tag{A4}
\]

whereas the three molecular orbitals that are odd with respect to the symmetry plane of \( V^{\text{ortho}} \), namely, \( \{|u_1\rangle, |u_3\rangle, |u_6\rangle\} \), mix under the odd submatrix.

TABLE IV. The numerical factors \( R_x^i \), where \( x = o, m, p \), appearing in the residues.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( R_o^i )</th>
<th>( R_m^i )</th>
<th>( R_p^i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( N_0^i [1 - 100/9 \gamma^2 - i \gamma 20/3] )</td>
<td>( N_0^i [1 - 121/36 \gamma^2 - i 11/3 \gamma] )</td>
<td>( N_0^i [1 - 16/9 \gamma^2 - i 8/3 \gamma] )</td>
</tr>
<tr>
<td>2</td>
<td>( N_0^i [1 - 169/36 \gamma^2 - i \gamma 13/3] )</td>
<td>( N_0^i [1 - 25/36 \gamma^2 + i \gamma 5/3] )</td>
<td>( N_0^i [1 - 4/9 \gamma^2 + i 4/3 \gamma] )</td>
</tr>
<tr>
<td>3</td>
<td>( N_0^i [1 - 9/4 \gamma^2 + i \gamma 3] )</td>
<td>( N_0^i [1 - 9/4 \gamma^2 - i 3 \gamma] )</td>
<td>( N_0^i [1 - 9/4 \gamma^2 - i 3 \gamma] )</td>
</tr>
<tr>
<td>4</td>
<td>( N_0^i [1 - 169/36 \gamma^2 + i \gamma 13/3] )</td>
<td>( N_0^i [1 - 25/36 \gamma^2 - i \gamma 5/3] )</td>
<td>( N_0^i [1 - 4/9 \gamma^2 + i 4/3 \gamma] )</td>
</tr>
<tr>
<td>5</td>
<td>( N_0^i [1 - 9/4 \gamma^2 - i 3 \gamma] )</td>
<td>( N_0^i [1 - 9/4 \gamma^2 + i 3 \gamma] )</td>
<td>( N_0^i [1 - 9/4 \gamma^2 - i 3 \gamma] )</td>
</tr>
<tr>
<td>6</td>
<td>( N_0^i [1 - 100/9 \gamma^2 + i \gamma 20/3] )</td>
<td>( N_0^i [1 - 121/36 \gamma^2 + i 11/3 \gamma] )</td>
<td>( N_0^i [1 - 16/9 \gamma^2 + i 8/3 \gamma] )</td>
</tr>
</tbody>
</table>
The perturbed eigenvalues and eigenvectors, to first order in $\gamma = \Gamma/(12\beta)$, are given in Table II. All normalization constants appear in Table III. Also the residues, calculated using Eq. (44), are in the table, and the ortho Green’s function, appearing in Eq. (45), can be written out. The numerical factors ($R_i^p$) appear in Table IV.

In the meta case we also choose the form of the perturbation operator to take advantage of eigenvector symmetry. We have

$$V^\text{meta} = -\frac{\Gamma}{2} \left[ \begin{array}{ccc} 1 & -\sqrt{3} & \sqrt{2} \\ -\sqrt{3} & 3 & -\sqrt{6} \\ -\sqrt{2} & -\sqrt{6} & 2 \end{array} \right].$$

(A5)

This is rotated to the MO basis, $V^m = U^{-1}V^\text{meta}U$. Four eigenvectors are even with respect to the symmetry plane of $V^\text{meta}$. In the basis $\{|u_1\},|u_2\},|u_4\},|u_6\}$ the even submatrix of $V^m$ is given by

$$V^m\text{even} = -\frac{\Gamma I}{2} \left[ \begin{array}{ccc} 2 & -\sqrt{2} & -\sqrt{2} & -2 \\ -\sqrt{2} & 1 & 1 & \sqrt{2} \\ -\sqrt{2} & 1 & 1 & \sqrt{2} \\ -2 & \sqrt{2} & \sqrt{2} & 2 \end{array} \right].$$

(A7)

Likewise, in the basis $\{|u_3\},|u_5\}$ the odd submatrix of $V^m$ is given by

$$V^m\text{odd} = -\frac{\Gamma I}{2} \left[ \begin{array}{ccc} 3 & -3 & -3 \\ -3 & 3 & 3 \end{array} \right].$$

(A8)

On display in Table V are the perturbed eigenvalues and eigenvectors as well as the residues of the poles of the Green’s function.

The simplest case is the para case. The perturbation is chosen to be

$$V^\text{para} = -\frac{\Gamma}{2} \left\{ (2)(2) + (5)(5) \right\},$$

(A9)

and it is rotated to the MO basis, $V^p = U^{-1}V^\text{para}U$. The eigenvectors $|u_3\}$ and $|u_5\}$ have nodes at the sites $[2]$ and $[5]$, so they are not mixed by the perturbation and remain eigenvectors of the full Hamiltonian. Thus the broadened para Green’s functions have two poles on the real axis at $\alpha \pm \beta$. Two eigenvectors, $|u_1\}$ and $|u_4\}$, are even with respect to the symmetry plane of $V^\text{para}$. In the basis $\{|u_1\},|u_4\}$ the even submatrix of $V^p$ is given by

$$V^p\text{even} = -\frac{\Gamma I}{2} \left[ \begin{array}{ccc} 2 & 2\sqrt{2} & 2 \\ 2\sqrt{2} & 2 & 4 \end{array} \right].$$

(A10)

In the basis $\{|u_2\},|u_6\}$ the odd submatrix of $V^p$ is given by

$$V^p\text{odd} = -\frac{\Gamma I}{2} \left[ \begin{array}{ccc} 4 & -2\sqrt{2} & -2 \\ -2\sqrt{2} & 2 & 2 \end{array} \right].$$

(A11)

The perturbed eigenvalues and eigenvectors and the residues of the poles of the para Green’s function are given in Table VI.

---
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