Photo-Induced Electron Transfer Reactivity at Nanoscale Semiconductor–Solution Interfaces: Case Studies with Dye-Sensitized SnO$_2$–Water Interfaces

Dennis A. Gaal and Joseph T. Hupp
Northwestern University, Evanston, Illinois, U.S.A.

I. INTRODUCTION

One of the most exciting and technologically promising areas of application of contemporary photochemistry is the liquid-junction solar cell. Perhaps the most compelling version of the cell is the "Grätzel cell"—a photovoltaic cell that converts sunlight into electricity with nearly 100% quantum efficiency and greater than 10% overall energy efficiency [1–3]. The cell uses a broadly absorbing coordination compound to sensitize a wide-bandgap semiconductor—a high-area nanocrystalline form of TiO$_2$—to visible light. As shown schematically in Fig. 1, sensitization involves molecular photoexcited-state formation, followed by transfer of an electron ("injection") from the excited molecule into the conduction band of the semiconductor. The oxidized dye is restored to its chromophoric form by reduction with iodide ions present in the surrounding solution. The electrochemical circuit is completed at a dark electrode, which supplies the electrons needed to regenerate iodide from triiodide.

From the diagram, cell operation comprises a series of interfacial electron-transfer (ET) reactions that yields no net photochemistry—only conversion of
solar energy to heat and electrical energy. In addition, for each of the ET reactions in the light-to-electricity conversion sequence, an energy-wasting back reaction can occur. Clearly, one of the requisites for efficient cell operation is the overall occurrence of comparatively fast forward-ET reactions [4–7] and comparatively slow back-ET processes, such that branching ratios strongly favor the electrical-energy-producing forward sequence. That Grätzel-type cells do this well is evidenced by their near-unity quantum efficiencies [8,9].

We have been especially interested in one particular interfacial ET reaction: back ET from the semiconductor to the dye molecule. Beyond its relevance to solar cell operation [10,11], the reaction is interesting from a fundamental perspective. By monitoring it spectroscopically, one can access interfacial ET kinetics and dynamics at much higher driving forces and on much shorter time scales than generally obtainable by direct electrochemical methods. This, in principle, permits a broader evaluation of factors potentially capable of controlling interfacial redox reactivity—familiar factors such as Marcus-type reorganization energies, surface electronic states, and molecule–surface electronic coupling energies, but also other, less familiar structural and chemical factors. Although the Grätzel
cell is based on titanium dioxide, we have focused—for experimental reasons—on a closely related electrode material, tin oxide (SnO$_2$), in much of the work described here. Also, for experimental reasons, we have focused on reactions in aqueous environments. The story is almost certainly different in the nonaqueous environments favored for Grätzel-type solar cells, as evidenced especially by recent reports from Meyer [12,13], Lewis [14,15], and their co-workers, among others [16–18].

In the sections that follow, we first outline and summarize, in the context of contemporary ET theory, the experimental behavior of systems involving only weak, electrostatic interactions between dye molecules and the semiconductor surface. This is followed by (1) a description of the behavior of covalently linked dye–semiconductor combinations, which is remarkably different from that seen with weakly interacting systems, (2) a discussion of the fundamental energetics for the reactions—which again appears to differ significantly for the two reaction subclasses—and (3) a comparative discussion of possible interfacial reaction mechanisms.

II. ELECTRON-TRANSFER THEORY

To place experimental studies in context, it is helpful to recall Marcus’ semiclassical formulation of ET reaction rate theory. Briefly, for an ET reaction involving weak electronic interactions, the first-order rate constant can be written as [19,20]

$$k_{ET} = \left(\frac{4\pi^2}{h}\right)\frac{H_{ab}^2}{4\pi\lambda RT} \exp\left(-\frac{\Delta G^*}{RT}\right)$$

(1)

where $H_{ab}$ is the initial-state/final-state electronic coupling energy, $h$ is Planck’s constant, $\lambda$ is the reorganization energy, $\Delta G^*$ is the activation free energy, $R$ is the gas constant, and $T$ is temperature. In the classical limit and neglecting any barrier round-off due to $H_{ab}$, Marcus writes the activation free energy as

$$\Delta G^* = \frac{(\Delta G^0 + \lambda)^2}{4\lambda}$$

(2)

where $\Delta G^0$ is the free-energy driving force for the reaction. As illustrated in Fig. 2, Eq. 2 yields three reactivity regimes: (1) the normal region ($-\Delta G^0 < \lambda$), where $k_{ET}$ increases with increasing driving force (more negative $\Delta G^0$) and $\Delta G^*$ decreases, (2) a barrierless point where $-\Delta G^0$ equals $\lambda$ and $k_{ET}$ reaches its maximum value, and (3) the Marcus inverted region ($-\Delta G^0 > \lambda$), where $k_{ET}$ decreases with increasing driving force and $\Delta G^*$ increases.

III. WEAKLY INTERACTING SYSTEMS

A. Model Systems

Nanoparticulate SnO$_2$ films and colloids generally feature a slight stoichiometric excess of oxygen and, therefore, a net negative surface charge in water at pHs
where enough surface oxygen atoms are deprotonated (i.e., pHs greater than 7) [21]. The negative charge can be used to advantage to bind cationic dye molecules via weak electrostatic interactions. The binding turns out to be easier to control if the SnO$_2$ photodecator in Fig. 1 is replaced by colloidal SnO$_2$ and the reaction sequence is limited to dye injection and back electron transfer. Under these conditions, as Rogers and Ford [22–24] as well as Kamat and co-workers [25–27] have shown, interfacial ET kinetics can be conveniently followed by simple pump/probe-type transient absorbance measurements.

The dyes most often used in the Grätzel cell are polymeridyl complexes of ruthenium, featuring pendant carboxylates for covalent surface attachment [28–30]. The ubiquitous N3 dye (1), for example, has the formula Ru$^{II}$ (4,4'-carboxylate-2,2'-bipyridine)$_2$(NCS)$_2$ [31–34] Sensitization is based on visible-region metal-to-ligand charge-transfer (MLCT) absorption, followed by electron injection from one of the two coordinated bipyridines into the photoelectrode’s conduction band. The back reaction entails ET from the semiconductor to the oxidized ruthenium center. With this in mind, we examined a set of about a dozen dervatized dicaticionic tris-2,2'-bipyridine (bpy) (2) and 1,10-phenanthroline (phen) (3) complexes of ruthenium(II) and osmium(II) as colloidal tin oxide sensitizers [35,36]. The idea was to span a very wide range of back-ET driving forces with systems anticipated to be homologous in terms of reorganization energy. To expand the range of driving forces still further, we also examined a few complexes featuring a pair of 4-pyrrolidinopyridine (4pypy) (4) or 1-methylimidazole (m-im) (5) ligands in place of one of the chelating ligands.
Complex 1

Complexes 2–5
B. Preliminary Observations: Dye Sensitivity, Kinetic Heterogeneity, and Reaction Orders

Dye adsorption onto colloidal SnO₂ is accompanied in most cases by essentially complete quenching of dye emission. The simplest interpretation is excited-state consumption via rapid electron injection—a suggestion supported by comparative studies with SiO₂ (an insulator incapable of accepting electrons) in place of SnO₂ and confirmed, for several dyes, by measuring product spectra.

Figure 3 shows representative single-wavelength absorbance transients for three dyes electrostatically bound to colloidal SnO₂. The transients correspond to photoinitiated bleaching and recovery of the respective MLCT absorbances. From Fig. 3, it is clear that (1) injection is rapid in comparison to back ET, (2) back ET is complex kinetically, but (3) the complex recovery rates depend strongly on the identity of the dye, at least in the first few hundred nanoseconds of the recovery. In order to isolate the shorter-time recovery kinetics, transients were fit, somewhat pragmatically, to a bi-exponential decay function:

\[
\Delta A = \Delta A_0 [d \exp(-k_{1,app}t) + b \exp(-k_{2,app}t)] + \text{constant}
\]  

(3)

where \(\Delta A\) is absorbance and \(\Delta A_0\) is the change in absorbance just after photoexcita-
Similar complexity is routinely encountered for back-ET reactions involving TiO₂. There it has typically been ascribed to surface-state mediation of the recovery kinetics, where the rate-limiting step can either be interfacial ET from any of several states of differing energy or site-to-site electron hopping on the semiconductor surface prior to interfacial ET, or some combination of the two processes [37–39].

Focusing on the shorter time-scale component, the characteristic recovery time shows a strong dependence on the pump-laser power or, equivalently, the number of electrons injected: The higher the power, the shorter the recovery time. Similar behavior has been noted by Ford et al. [40]. If \( k_{\text{app}} \) is plotted versus the number of electrons injected per particle (Fig. 4), a linear correlation is obtained. In other words, the reaction appears to be first order in electrons (and first order in the oxidized dye). What does this mean mechanistically? The simplest interpretation—sketched in Scheme 1—is that the injected electrons are free to return to any available dye molecule, not just the molecule from which they originated. This would be the case if injected electrons avoided surface states (at least at these shorter times) and remained in the conduction band. (Notably, the power-dependent kinetic behavior persists in a rigid glass matrix. Consequently, possible
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**Figure 4** Plot of \( k_{\text{app}} \) for back ET to Os(phen)_3²⁺ versus \( n_e \), the number of electrons injected per colloidal SnO₂ particle. Note that Eq. (4) contains \( n_e \), the number of electrons injected per unit volume. The estimated average volume for one particle is 1800 nm³. (Adapted from Ref. 36.)
alternative explanations centering on injection-induced dye desorption and subsequent diffusive recovery can be excluded [35].

In contrast, geminate recombination, caused, for example, by proximal trapping of the injected electron, would yield power-independent recovery times; see Scheme 2. (Of course, if the trapped electrons were not immobilized, but instead were able to migrate rapidly from surface state to surface state, overall second-order behavior would be recovered [37].)
The second-order kinetics problem for semiconductor–solution interfaces has been considered in some detail by Lewis and co-workers [41,42]. For molecules immobilized on a semiconductor surface and assuming that electrons are transferred from the conduction band, not surface states, their rate law can be written as

\[
\text{Rate} = \frac{d[M^{II}L^3_{3+}]}{dt} = k_{\text{app}} \Gamma(M^{III}L^3_{3+}) = k_{\text{SET}} \eta_e \Gamma(M^{III}L^3_{3+})
\]

(4)

where \(\Gamma(M^{III}L^3_{3+})\) is the surface concentration of oxidized dye (mol/cm\(^2\)) and \(\eta_e\) is the concentration of electrons in the semiconductor. In this formulation, the units of \(k_{\text{SET}}\) are cm\(^3\)/s, as expected for a second-order interfacial process. The rate constant can be obtained in an approximate way from the slopes of best fit lines of plots of \(k_{\text{app}}\) versus \(\eta_e\), constrained to pass through the origin (Fig. 4). A better approach, however, is to refit absorbance transients directly to second-order decays. This procedure yields \(k_{\text{SET}}\) values that are typically slightly smaller—at most, a factor of 2.

C. Driving-Force Effects

Marcus theory promises that electron-transfer rates will systematically change as \(\Delta G^0\) is changed. For back-ET reactions at the semiconductor–solution interface, \(\Delta G^0\) equals the difference quantity, \(E_{cb} - E_F\), where \(E_{cb}\) is the electrochemical potential of the conduction-band edge and \(E_F\) is the dye’s ground-state formal potential [here, the Ru(III/II) or Os(III/II) couple; see Table 1 for values]. Because the colloidal SnO\(_2\) particles are large enough (~15 nm in diameter) for quantum confinement effects to be neglected, \(E_{cb}\) for the particles has been equated with \(E_{cb}\) for macroscopic tin oxide electrodes (~0.88 versus saturated calomel electrode (SCE) at pH 9) [22].

Figure 5 shows that back-ET rates indeed are sensitive to the driving force, with the log \(k_{\text{SET}}\) versus \(\Delta G^0\) mapping out a classical Marcus curve that extends significantly into the inverted region. The slight deviations at high driving force have been tentatively ascribed to the participation of a high-frequency vibrational or librational mode. The maximum in the rate plot corresponds to the driving force where the reaction is barrierless and \(-\Delta G^0\) equals \(\lambda\). From the plot, \(\lambda\) is \(\sim 1.4\) eV. This value is roughly twice as large as found by Lewis and co-workers in a study of N3-type dyes on titanium dioxide electrodes in acetonitrile as solvent [14] and considerably larger than expected from available estimates of internal and solvent reorganization energies. For example, Brown and Sutin [43] report a kinetically derived reorganization energy of \(\sim 0.8\) eV for the RuL\(^3\)_3\(^+\)/RuL\(^3\)_3\(^-\) self-exchange in homogeneous solution. Also, x-ray crystallographic studies of a related redox pair, Fe(phen)\(^3\)_3\(^+\)/Fe(phen)\(^3\)_3\(^+\), indicate no detectable difference in the M(III)—N versus M(II)—N bond lengths [44] and, therefore, little internal reorganization energy. The solvent contribution (\(\lambda_s\)) to the reorganization energy
Table 1  Electrochemical Data, Driving-Force Information, and Electron-Transfer Values for All Ru and Os Sensitizers

<table>
<thead>
<tr>
<th>Compound</th>
<th>$E_j$ (V. vs. SCE)</th>
<th>$\Delta G_{\text{bet}}$ (eV) (pH = 9)</th>
<th>$k_{\text{bet}} \times 10^{13}$ (cm$^3$/s)</th>
<th>$\Delta H^*$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ru(5-Cl-phen)$_3^{2+}$</td>
<td>1.39*</td>
<td>-2.27</td>
<td>0.8</td>
<td>20</td>
</tr>
<tr>
<td>Ru(phen)$_3^{2+}$</td>
<td>1.27*</td>
<td>-2.15</td>
<td>1.7</td>
<td>14</td>
</tr>
<tr>
<td>Ru(bpy)$_3^{2+}$</td>
<td>1.29*</td>
<td>-2.17</td>
<td>1.7</td>
<td>16</td>
</tr>
<tr>
<td>Ru(5-CH$_3$-phen)$_3^{2+}$</td>
<td>1.26*</td>
<td>-2.14</td>
<td>1.8</td>
<td>13</td>
</tr>
<tr>
<td>Ru(5,6-CH$_3$-phen)$_3^{2+}$</td>
<td>1.23*</td>
<td>-2.11</td>
<td>1.7</td>
<td>13</td>
</tr>
<tr>
<td>Ru(4,7-CH$_3$-phen)$_3^{2+}$</td>
<td>1.12*</td>
<td>-2.00</td>
<td>3.0</td>
<td>12</td>
</tr>
<tr>
<td>Ru(3,4,7,8-CH$_2$-phen)$_3^{2+}$</td>
<td>1.05*</td>
<td>-1.93</td>
<td>6.8</td>
<td>10</td>
</tr>
<tr>
<td>Os(5-Cl-phen)$_3^{2+}$</td>
<td>0.90*</td>
<td>-1.78</td>
<td>5.1</td>
<td>8.6</td>
</tr>
<tr>
<td>Os(phen)$_3^{2+}$</td>
<td>0.80*</td>
<td>-1.68</td>
<td>10</td>
<td>7.2</td>
</tr>
<tr>
<td>Os(4-CH$_3$-phen)$_3^{2+}$</td>
<td>0.79*</td>
<td>-1.67</td>
<td>12</td>
<td>6.4</td>
</tr>
<tr>
<td>Os(4,7-CH$_3$-phen)$_3^{2+}$</td>
<td>0.62*</td>
<td>-1.50</td>
<td>14</td>
<td>7.2</td>
</tr>
<tr>
<td>Os(3,4,7,8-CH$_2$-phen)$_3^{2+}$</td>
<td>0.57*</td>
<td>-1.45</td>
<td>15</td>
<td>4.0</td>
</tr>
<tr>
<td>Os(phen)$_2$-(4pyppy)$_2^{2+}$</td>
<td>0.52*</td>
<td>-1.40</td>
<td>17</td>
<td>5.7</td>
</tr>
<tr>
<td>Os(phen)$_2$-(m-im)$_2^{2+}$</td>
<td>0.46*</td>
<td>-1.34</td>
<td>13</td>
<td>6.4</td>
</tr>
<tr>
<td>Os(4,7-CH$_3$-phen)$_2$-(4pyppy)$_2^{2+}$</td>
<td>0.41*</td>
<td>-1.29</td>
<td>16</td>
<td>5.7</td>
</tr>
<tr>
<td>Os(4,7-CH$_3$-phen)$_2$-(m-im)$_2^{2+}$</td>
<td>0.38*</td>
<td>-1.26</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>Os(3,4,7,8-CH$_2$-phen)$_2$-(4pyppy)$_2^{2+}$</td>
<td>0.35*</td>
<td>-1.23</td>
<td>13</td>
<td>6.9</td>
</tr>
<tr>
<td>Os(3,4,7,8-CH$_2$-phen)$_2$-(m-im)$_2^{2+}$</td>
<td>0.31*</td>
<td>-1.19</td>
<td>11</td>
<td>12</td>
</tr>
</tbody>
</table>


$^c$ Experimentally measured and corrected from Ag/AgCl to SCE.

The driving force of the electron transfer can be estimated using continuum theory for a sensitizer at a semiconductor interface as [14,45]

$$
\lambda_j = \frac{(\Delta e)^2}{8 \pi \varepsilon_0} \left( \frac{1}{d} \frac{1}{n^3} - \frac{1}{\varepsilon} \right) - \frac{1}{2t} \frac{n_{sc}^2 - n^2}{n_{sc}^2 + n^2} \frac{1}{\varepsilon_{sc} - \varepsilon} \frac{1}{\varepsilon + \varepsilon}
$$

(5)

where $\Delta e$ is the amount of charge transferred, $n_{sc}$ and $\varepsilon_{sc}$ are the refractive index and dielectric constant of the semiconductor, respectively, $n$ and $\varepsilon$ are the corresponding parameters for the solvent, $d$ is the diameter of the molecule, and $r$ is the separation distance between the sensitizer and the surface. Application of the equation to the tin oxide reactions yields a solvent reorganizational contribution of just 0.3–0.6 eV, leaving roughly 1 eV of reorganization unaccounted for. One possible explanation is that significant reorganizational demands exist on the semiconductor side of the interface—and, indeed, resonance Raman studies of
Figure 5  Marcus behavior for the back-ET process at electrostatically sensitized SnO$_2$ interface for a series of complexes spanning a broad range of redox potentials. Line drawn is a classical Marcus curve [Eq. (1)] based on $\lambda = 1.4$ eV. (Adapted from Ref. 36.)

electron transfer between Fe(CN)$_6^{3-}$ and titanium dioxide offer one example of such an effect (albeit, with contributions amounting to much less than 1 eV) [46].

D. Photoacoustic Assessment of Reaction Energetics

There is an intriguing alternative explanation for the seemingly exceptionally large reorganization energies: Back ET conceivably could be occurring from trap states having much lower energies than $E_{cb}$, as sketched in Fig. 6. If so, the true driving force would be less than the difference in energy between the SnO$_2$ conduction band and the sensitizer redox potential, the $\Delta G^\circ$ values in Fig. 5 would be gross overestimates, and the true maximum in the Marcus curve (corresponding to $\lambda$) would occur at a much smaller $\Delta G^\circ$.

This idea has been explored via time-resolved interfacial photoacoustic spectroscopy. The method reports on the heat evolved during a reaction [47,48]. Table 2 summarizes results from five back-ET reactions on tin oxide and compares $\Delta H^\circ$ values with $\Delta G^\circ$ values calculated assuming that electrons are transferred from the conduction band. At short times (corresponding to times used to evaluate $k_{1,app}$), the agreement is good, validating the Marcus-curve assessment of $\lambda$. At longer times (corresponding roughly to times used to evaluate $k_{2,app}$), $\Delta H^\circ$ is about 1 eV less than the conduction-band edge/formal-potential energy
Figure 6  Diagram illustrating qualitative energetics for back ET via two pathways: direct transfer from the bottom of the conduction band and transfer mediated by interfacial surface states (trap states). Note that the rate constants for the two processes may differ.

Table 2  Photoacoustic Energies for Back-ET Reactions at the SnO$_2$–Water Interfaces

<table>
<thead>
<tr>
<th>Compound</th>
<th>$-\Delta G_{\text{int}}$ (eV)$^a$</th>
<th>$-\Delta H_{\text{int}}$ (eV)$^b$</th>
<th>$-\Delta H'^{\text{int}}$ (eV)$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ru(phen)$_2^{2+}$</td>
<td>2.15</td>
<td>2.4(2)</td>
<td>1.0(2)</td>
</tr>
<tr>
<td>Os(5-Cl-phen)$_2^{2+}$</td>
<td>1.78</td>
<td>1.8(2)</td>
<td>0.6(2)</td>
</tr>
<tr>
<td>Os(phen)$_2^{2+}$</td>
<td>1.68</td>
<td>1.8(2)</td>
<td>0.5(2)</td>
</tr>
<tr>
<td>Os(4,7-dimethyl-phen)$_2^{2+}$</td>
<td>1.50</td>
<td>1.1(3)</td>
<td>&lt;0.3</td>
</tr>
<tr>
<td>Os(phen)$_2$(ethylenediamine)$_2^{2-}$</td>
<td>1.41</td>
<td>1.1(3)</td>
<td>ca. 0.2</td>
</tr>
</tbody>
</table>

$^a$ $\Delta G_{\text{int}}$ is the back-ET driving force determined from the conduction-band energy and the redox potential of the sensitizer in solution.

$^b$ $\Delta H_{\text{int}}$ and $\Delta H'^{\text{int}}$ are the thermodynamic reaction enthalpies associated with the fast and slow kinetic components, respectively, determined by photoacoustic spectroscopy.
difference—indicating that under these conditions, back ET occurs from deep traps.

E. Another Look at Driving-Force Effects: pH Effects

Band edges for metal oxide semiconductors, including tin oxide, shift by about \(-60\,\text{mV/pH unit}\) [49,50]. By modulating $E_{\text{ox}}$, pH variations can be used to change $\Delta G^\circ$ for back ET in a systematic fashion. Shown in Fig. 7 are pH-dependent rate data reported for two dye couples, Os(3,4,7,8-Ch$_3$-phen)$_2$(m-im)$_3^{1/2+}$ and Os (5-Cl-phen)$_3^{1/2+}$. The back ET rate for the first increases with increasing pH, consistent with its identification as a normal-region reactant in Fig. 5. The second decreases with increasing pH (and increasing driving force), as expected for Marcus inverted-region reactivity. Evidently, pH shifts and formal potential shifts are fully equivalent ways of changing the back-reaction driving force.

**Figure 7** Rate constant versus driving force for the back-ET process at electrostatically sensitized SnO$_2$ interface for a series of complexes spanning a range of redox potentials. The filled square symbols (■) correspond to data collected at pH = 9. Also included in the figure are the results of variable pH studies for Os(5-Cl-phen)$_3^{1+}$ (○) and Os(3,4,7,8-Ch$_3$-phen)$_2$(m-im)$_3^{2+}$ (●). The pH variations serve to shift the potential of the conduction band edge. (Adapted from Ref. 36.)
F. Temperature Effects and the Nature of Reorganization Energies

As illustrated by the modified Arrhenius plots in Fig. 8, the back-ET process is thermally activated in both the normal and inverted region, but nearly activationless for reactions occurring at or near the maximum in the rate versus driving-force plot. The findings—especially activation in the inverted region—point to a largely classical reorganizational barrier. Substantial involvement of high-frequency modes would lead to the largely temperature-independent rate behavior usually encountered for inverted kinetics [51, 52]. Figure 9 illustrates the mechanistic distinction: Strongly activated behavior implies thermal barrier crossing; temperature-independent or nearly independent behavior implies nuclear tunneling.

Table 1 summarizes the behavior, in the form of activation enthalpies ($\Delta H^*$), for each of 18 reactions. The values listed are somewhat larger than published values [36], reflecting corrections for unrecognized thermal control errors in the original investigation. As expected from classical Marcus theory, decreases in rate are accompanied by increases in $\Delta H^*$. Curiously, however, as the reaction is pushed progressively further into the inverted region, $\Delta H^*$ increases by

![Figure 8](image_url)  
**Figure 8**  Modified Arrhenius plots for back electron transfer from colloidal SnO$_2$ to adsorbed Ru(phen)$_3^{2+}$ (■), Os(3,4,7,8-CH$_3$-phen)$_3^{2+}$ (○), and Os(3,4,7,8-CH$_3$-phen)$_2$(m-im)$_2^{2+}$ (●). (Adapted from Ref. 36.)
more than the amount needed to accommodate the decreases in rate. Following Marcus and Sutin [53], it has been suggested that the existence of a significant entropic driving force for back ET could account for this peculiar finding [36].

G. Dynamics, Electronic Coupling, and Nonadiabaticity

In addition to providing information about the reorganization energy, rate plots such as Fig. 5 contain quantitative information about dynamics. At the top of the plot, $\Delta G^*$ goes to zero and the rate constant can be equated with the pre-exponential part (i.e., the dynamics part) of the applicable classical or semiclassical expression. Under nonadiabatic conditions, Eq.(1) is applicable and, in principle, the initial-state/final-state electronic coupling energy, $H_{ab}$, can be determined. With an assumption about the effective electronic coupling length ($l_{ec}$) between the semiconductor and the adsorbed complexes, application of a modified version of Eq. (1) appropriate for second-order kinetics yields for the three reactions closest to the top of the plot $H_{ab}$ values of 20–50 cm$^{-1}$ for the coupling constant [36]. The values are smaller than the frequencies of potentially Franck-Condon active metal–ligand modes, semiconductor phonon modes, and solvent (water) vibrational modes, as well as the frequency of solvent longitudinal relaxation, suggesting that the reactions, indeed, are weakly nonadiabatic.

Because the magnitude of $H_{ab}$ is highly distance sensitive [54], a further diagnostic for nonadiabaticity is a falloff in reaction rate with increasing semicon-
ductor/redox-center separation distance. The separation distance can be altered by incorporating spacers as substituents on the periphery of a ligand. Experiments of this kind using alkyl groups have yielded the expected rate decreases for back-ET reactions. The findings are summarized in Fig. 10, where $k_{\text{ET}}$ is plotted versus the number of carbons comprising the alkyl chain. The observed rate decreases point to decreases in the frequency factor. Variable temperature rate measurements confirm that the rate effects come from changes in pre-exponential factors, not activation barriers, and corroborate the conclusion (above) that back ET is nonadiabatic; see Table 3.

Returning to Fig. 10, because the majority of the alkyl groups are flexible and because the interfacial electrostatic binding geometries are unknown, the rate of falloff of $k_{\text{ET}}$ or $H_{3\text{ET}}$, with semiconductor/molecule separation distance cannot be evaluated quantitatively. A curious finding that remains unexplained is that the falloff with osmium complexes is considerably weaker than with ruthenium species. Finally, although the injection reaction was not the focus of the study, spacers clearly do decrease its rate, as shown, for example, by an increase in emission quantum yield (decrease in injection efficiency) with the largest spacers.

**Figure 10** Plot of rate constants for back electron transfer from SnO$_2$ to electrostatically bound ruthenium (●) and osmium (■) complexes as a function of the number of carbon atoms comprising alkyl spacers. Within experimental error, the driving force for each series of reactions is unaffected by changing the size of the alkyl spacer.
Table 3  Kinetic Parameters for Back Electron Transfer from Colloidal SnO₂ to Several Dyes Featuring Peripheral Alkyl “Spacer” Groups

<table>
<thead>
<tr>
<th>Compound</th>
<th>$k_{\text{bet}} \times 10^3$ (cm³/s)</th>
<th>$\Delta H^\circ$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ru(4,4'-dimethyl-bpy)³⁺</td>
<td>1.5(2)</td>
<td>14</td>
</tr>
<tr>
<td>Ru(4,4'-diethyl-bpy)³⁺</td>
<td>1.2(1)</td>
<td>14</td>
</tr>
<tr>
<td>Ru(4,4'-dipropyl-bpy)³⁺</td>
<td>0.7(1)</td>
<td>14</td>
</tr>
<tr>
<td>Ru(4,4'-dibutyl-bpy)³⁺</td>
<td>0.3(1)</td>
<td>15</td>
</tr>
<tr>
<td>Ru(4,4'-dipentyl-bpy)³⁺</td>
<td>0.2(1)</td>
<td>14</td>
</tr>
<tr>
<td>Ru(4,4'-'di-t-butyl-bpy)³⁺</td>
<td>0.4(1)</td>
<td>15</td>
</tr>
<tr>
<td>Os(4,4'-dimethyl-bpy)³⁺</td>
<td>14(1)</td>
<td>7.7</td>
</tr>
<tr>
<td>Os(4,4'-diethyl-bpy)³⁺</td>
<td>13(1)</td>
<td>8.7</td>
</tr>
<tr>
<td>Os(4,4'-dipropyl-bpy)³⁺</td>
<td>10(1)</td>
<td>7.8</td>
</tr>
<tr>
<td>Os(4,4'-dibutyl-bpy)³⁺</td>
<td>5.3(3)</td>
<td>7.2</td>
</tr>
<tr>
<td>Os(4,4'-dipentyl-bpy)³⁺</td>
<td>5.2(2)</td>
<td>9.2</td>
</tr>
<tr>
<td>Os(4,4'-di-t-butyl-bpy)³⁺</td>
<td>6.0(3)</td>
<td>7.4</td>
</tr>
</tbody>
</table>

IV. STRONGLY INTERACTING SYSTEMS

A. Surface Attachment Chemistry

Simple electrostatic binding is usually insufficient for long-term dye use in liquid-junction solar cells. Better suited are dyes that are chemically appended to the semiconductor. One approach that works well is carboxylate binding (see N3 dye structure, I), either based on esterlike linkages to Ti, Sn, Zr, and so forth or based on interfacial chelation of these atoms [12,55–57]. Even better for certain mechanistic studies, such as rate measurements at elevated temperature or at extreme pHs, are phosphonate linkages. Binding via phosphonate functionalities can be exceptionally robust and extraordinarily persistent [58–62]. By analogy to carboxylates, binding presumably involves either phosphoester linkages to surface metal atoms or phosphonate chelation of the atoms. The available crystallographic literature on Zr(IV) phosphonate compounds supports the phosphoester description [63–65]. In any case, coordination complexes featuring one or more 4,4'-methylphosphonate-2,2'-bipyridine ligands (phosbpy; 6) have been used to achieve persistent dye attachment to high-area tin oxide photoelectrodes and colloidal particles. As outlined below, the change in mode of binding, although structurally unexceptional, has striking mechanistic consequences.

B. Rate Behavior

Phosphonate attachment of Ru(bpy)³⁺ analog to SnO₂ in water as solvent is accompanied by efficient luminescence quenching. Transient absorbance mea-
measurements show that the quenching is due to efficient electron injection. In contrast to the behavior of electrostatically bound dyes, the corresponding back-ET reactions exhibit power-independent decay times—in other words, first-order rather than second-order recovery kinetics. (The decays again are complicated, and only the initial portions have been examined in detail.) Similar behavior has been recorded for carboxylated and phosphonated dyes at titanium dioxide–water interfaces [66,67]. The findings have been interpreted in terms of geminate recombination of the injected electron with the oxidized dye, as shown in Scheme 2.

Driving-force studies, using mixed-ligand coordination to alter formal potentials, show only normal-region behavior (Fig. 11), not the inverted Marcus curve seen for electrostatically bound compounds. Similar behavior has been reported for phosphonate-bound dyes on TiO₂ in water [67]. Other studies on TiO₂ in nonaqueous environments have yielded Marcus inverted rate behavior or else no sensitivity to driving force, suggesting that water may induce mechanistically distinct behavior [14,37,68].

As illustrated in Fig. 12, rate measurements as a function of pH or ₇ₒ show almost no change over an extraordinarily wide range—18 pH units (₇ₒ is the Hammett acidity parameter; it is useful for characterizing proton activities in extremely acidic solutions [69]). The pH range examined corresponds to a change of more than 1.1 eV in ˣₑ, and, therefore, ΔG°! Variations in the back-ET rate by several orders of magnitude would be expected if the behavior paralleled the driving-force dependence summarized in Fig. 11. Again, similar rate behavior has been recorded for phosphonate-bound dyes on titanium dioxide [66]. The origin of the insensitivity to pH-modulated changes in reaction driving force is considered in some detail below.

Variable-temperature studies show that the back reaction is thermally activated. The dependence of ΔH° on driving force (variations in dye formal potential) is illustrated in Fig. 13 and is consistent with normal-region reactivity [67]. If ΔS° can be neglected, application of Eq. (1) yields ₇ₒ values of approximately

Complex 6
Figure 11  Dependence on driving force of first-order rate constant for back electron transfer from colloidal SnO\(_2\) films to covalently attached complexes. The variations indicate that the reactions occur in the Marcus normal region. The identities of the molecular redox couples, listed from highest driving force to lowest, are, Ru\(\text{II}^{\text{III}}\) (5-Cl-phen)\(_2\) (phos- bppy)\(^{1/2-}\), Ru\(\text{II}^{\text{III}}\) (phen)\(_2\) (phosbppy)\(^{1/2-}\), Ru\(\text{II}^{\text{III}}\) (4,7-CH\(_3\)-phen)\(_2\) (phosbppy)\(^{1/2-}\), and Ru\(\text{II}^{\text{III}}\) (3,4,7,8-CH\(_3\)-phen)\(_2\) (phosbppy)\(^{1/2-}\).

1 cm\(^{-1}\). These place the reactions in the weakly nonadiabatic regime, implying, therefore, that electronic coupling controls the reaction dynamics. Electronic-coupling-limited rate behavior is consistent with the need to traverse a total of eight bonds in the back reaction, as sketched in Fig. 14. Note that only four bonds are traversed in the injection reaction, suggesting that electronic coupling could be considerably more favorable for this process. Related work has been described by Lian and co-workers for covalently attached dyes on TiO\(_2\) electrodes [70,71].

C. Semiconductor Energetics

The remarkable insensitivity of back-ET rates to pH-induced shifts in the conduction-band edge raises the question of why \(E_{cb}\) responds to pH in the first place. Experimentally, conduction-band edges for metal oxide semiconductor electrodes, including SnO\(_2\) electrodes, are observed to shift in the negative direction
Figure 12  Plot of the first-order rate constant for back ET from high-area SnO₂ electrode to covalently bound Ru³⁺(bpy)₃(phosbpy)¹⁻ as a function of pH or H⁰. Notably, kₑₑ is nearly pH independent (ca. factor of 3 variations; see Fig. 18). The solid line shows the behavior expected for an inverted reaction based on the 1.1-eV variation in driving force introduced by the pH variations.

by about 60 mV per pH unit [72–78]. The behavior can extend over an enormous pH range: 31 pH units in the case of titanium dioxide, the most extensively examined system [78]. Typical textbook explanations for these “Nernstian shifts” focus on the well-known protonation/deprotonation equilibria of surface oxygen atoms (terminal and bridging oxo and hydroxo groups) [79,80]. The accompanying changes in surface charge induce changes in interfacial potential. The expected form of the interfacial potential versus pH plot, however, is an acid/base titration curve centered at the pKₐ of the surface hydroxo or aquo functionality, not an extended Nernstian shift [81–83]. The surface-protonation explanation actually instead describes the origin of the zeta potential—which does show the expected titration-curve behavior for E versus pH.

Another explanation is that metal oxide electrodes behave like glass pH electrodes. The analogy, however, really does not work: Glass membranes in pH electrodes connect a sample solution with a second, reference solution of known pH. The semiconductor electrode, on the other hand, is in contact with only a single solution.
Figure 13 Activation enthalpy for back ET from colloidal SnO$_2$ films to a series of covalently attached dyes as a function of reaction driving force. See caption to Fig. 11 for identification of the dyes.

Figure 14 Proposed phosphonate anchoring scheme illustrating the number of bonds traversed in the ligand-based forward reaction (injection reaction) and the metal-ion-based back reaction.
The third explanation, supported by experiment, centers on coupling of proton uptake to electron addition. When the potential of a semiconductor electrode is poised, under dark conditions, at a potential negative of $E_{cb}$, electrons accumulate near the interface—either in the conduction band or, more typically for nanocrystalline electrodes, in trap states close in energy to $E_{cb}$ [84,85]. Electrochemical quartz-crystal microgravimetry measurements in water with high-area tin oxide, zinc oxide, titanium dioxide, and zirconium dioxide electrodes show that charge-compensating intercalation of cations occurs [49,78,86–90]. With the exception of zinc oxide, which is stable in microgravimetry experiments only at high pHs, the uptake has been shown to occur over a wide range of pHs. Studies with D$_2$O establish that the species taken up is the proton. Mass comparisons show that even at high pHs, the intercalating species is the proton—indicating that H$_2$O can serve as the proton source when the concentration of hydronium ions is too low to provide protons. (In nonhydroxylic solvents, electrolyte cations, such as Na$^+$ and Li$^+$ are taken up [90,91]—with $E_{cb}$ shifting progressively more negative as the cation size increases and uptake becomes more difficult sterically [92]. In other words, the semiconductor behaves essentially identically to a conventional Li$^+$/metal oxide battery electrode) [49,90,93].

From the Nernst equation, proton-coupled electron addition leads to a $-59$ mV shift in potential per pH unit. Figure 15 shows the behavior of titanium dioxide and Figure 16 shows the behavior of tin oxide. The plots comprise Pourbaix diagrams for these materials. The breaks observed at extreme pHs with TiO$_2$ define $pK_a$'s for Ti$^{IV}$O(OH) and Ti$^{III}$O(OH), with the relevant electrochemical equilibrium at less extreme pH or $H_0$ values $[-8 < pH (H_0) < 23]$ described by [78]

$$\text{Ti}^{IV}O_2 + e^- + H^+ \rightleftharpoons \text{Ti}^{III}O(OH)$$

(6)

The analogous process for tin oxide can be written as

$$\text{Sn}^{IV}O_2 + e^- + H^+ \rightleftharpoons \text{Sn}^{III}O(OH)$$

(7)

Inorganic chemists generally are unhappy with formulations of tin in oxidation state III. The formulation here ought not to be taken too seriously. Disproportionation into Sn(IV) and Sn(II) conceivably may occur. Alternatively, Sn$^{III}$O(OH) may well correspond to trapping of an electron by a cluster of tin ions.

D. Driving Forces and Interfacial Thermodynamics

Perhaps the simplest explanation for the pH independence of back-ET rates at metal oxide semiconductor–solution interfaces is that the formal potential of the dye moves in registry with the conduction-band edge. The energy difference, $E_{cb} - E_f$ (dye), is then unchanged with respect to pH and the back-ET reaction experiences a pH-independent driving force. To amplify briefly, the idea is that
a surface-confined redox couple (the dye) will sense the pH-modulated electric field at the interface and the formal potential will be altered accordingly [94,95]. There is good experimental evidence, based on mediator-coupled spectroelectrochemical measurements with TiO$_2$, that $E_f$ for some dyes, indeed, can vary with pH—at least in the vicinity of the pH of zero charge (see Chapter 2) [96,97]. As the dye potential shifts, however, matching with the mediator potential becomes less satisfactory and $E_f$ (dye) becomes difficult to determine with good reliability at pHs more than two or three pH units away from the optimal pH for such measurements.

A more broadly applicable approach to evaluating the formal potential of an adsorbed dye is cyclic voltammetry (CV). Under dark conditions, nanocrystalline SnO$_2$, TiO$_2$, and ZrO$_2$ electrodes behave as insulators at the potentials needed to oxidize the dyes discussed here. If the dye loading is high, however, the percola-
Figure 16  Modified Pourbaix diagram for SnO₂ illustrating the origin of the pH dependence of $E_{cb}$ (see Ref. 73) and showing how the overall back-reaction driving force ($E_{cb} - E_r$) changes with pH. Insufficient data are available to estimate the driving force for the ET step in isolation (cf. Fig. 15).

The threshold for charge transport by dye-to-dye electron hopping can be exceeded and CV responses can readily be observed at an underlying conductive platform [98–100]. Because the measurement does not rely upon the conductivity of the photoelectrode, the approach can even be used to measure dye potentials on insulating materials such as alumina.

What do the voltammetry measurements show? Figure 17 is a plot of the formal potential of the Fe^{III/II}(phosphpy)_3^{2+/3-} couple on TiO₂ as a function of pH or $H_0$ between −3 and +10. The potentials are reported versus Ag/AgCl at pH 7, but they are corrected for two effects: (1) liquid-junction potentials, which can be significant under conditions of extreme acidity, and (2) protonation of solution-exposed phosphonate substituents. The corrections were done by using a solution-phase redox couple as an internal reference. With the assumption that no more than four of the six available phosphonate groups of the iron complex can bind to the nanocrystalline semiconductor surface, Ru^{III/II}(bpy)_3(phosphpy)^1/1^- was employed as the internal reference. Figure 17 reveals a sigmoidal variation of $E_f$ with solution pH, but with the variations in $E_f$ confined to pHs close to the pH of zero charge (approximately pH 6) [83,101,102].
Figure 17  Formal potential of Fe$^{III/II}$(phosbpy)$_3$$^{2-/-10-}$ on nanocrystalline TiO$_2$ as a function of pH (●), and eta potentials on TiO$_2$ function of pH (○). Zeta-potential variations were calculated from electrophoretic transport data contained in Ref. 81. Note the strong correlation between formal potential variations and zeta-potential variations.

If probed over a limited pH range, the sigmoidal dependence could be mistaken for a Nernstian or sub-Nernstian variation of the dye potential with proton activity and a coupling of changes in $E_f$ to changes in $E_{cb}$. If evaluated over a broader pH range, however, the striking result is not how much $E_f$ changes, but how little. The ~180-mV variation is only a small fraction of the roughly 720 mV change expected if $E_f$ and $E_{cb}$ shifted in tandem. Furthermore, the variations that do occur have the wrong functional form to be explained by a conduction-band coupling effect. Instead, as shown in Fig. 17, the changes in $E_f$ map with very good fidelity onto the changes expected from a simple zeta-potential effect. (This effect is formally analogous to an ion-adsorption-based “effect” upon the apparent formal potential of a surface-confined redox couple at a metal electrode–solution interface [103]. Although not included in the figure, similar behavior is seen for surface-bound Ru$^{III/II}$(phosbpy)$_3$$^{2-/-10-}$, Os$^{III/II}$(phosbpy)$_3$$^{2-/-10-}$, Ru$^{III/II}$(bpy)$_2$(phosbpy)$^{1-/-2-}$, and Os$^{III/II}$(bpy)$_2$(phosbpy)$^{1-/-2-}$—where the internal reference used for the latter two was the solution-phase Ru$^{III/II}$(phen)$^{3+/2+}$ couple.)
What about other metal oxide surfaces? The behaviors of the phosphonate-anchored dyes on semiconducting SnO$_2$ and ZrO$_2$ and insulating Al$_2$O$_3$ surfaces are qualitatively similar (i.e., only weak, non-Nernstian variations of formal potentials with pH are seen). Nevertheless, there are differences. For example, over the investigated range, dye potentials on alumina, in contrast to TiO$_2$, do not show the sigmoidal variation with pH. This is consistent with the substantially higher pH of zero charge for alumina (pH $\sim$ 9) [101,104]; shifts in zeta potential, which are responsible for the shifts in $E_r$ on TiO$_2$, are unimportant here. For the dyes and surfaces investigated, no evidence for coupling of dye potentials to band-edge potentials is found, and the “coupling” notion can be discarded as an explanation for the approximate pH independence of back-ET rates.

Beyond the extensive studies in aqueous environments, work by Qu and Meyer in acetonitrile as solvent should be noted [12]. Briefly, for dyes immobilized on TiO$_2$ and ZrO$_2$ electrodes that had been pretreated in aqueous solutions at pH 1 versus pH 11, they found only minor differences in formal potential—roughly 80 mV—but large differences in $E_{cb}$.

E. Residual Kinetic Effects

Although back-ET rates for phosphonate-anchored dyes are, for the most part, unaffected by changes in pH, residual effects do exist. Figure 18 presents a more detailed plot of a portion of the rate data contained in Fig. 12. As shown in the figure, modest residual variations in the back-ET rate constant (factor of 3) are paralleled by small variations in the dye potential ($-60$ mV), where the shapes of both plots are reasonably well described by zeta-potential effects. Assuming that the shifts in $E_r$ translate directly into changes in the free-energy driving force, the combined results are consistent with Marcus normal region behavior (cf. Fig. 11).

F. Mechanistic Interpretations

Any mechanism for back ET for phosphonate-attached dyes must reconcile the seemingly contradictory observations that rates respond to changes in driving force when the changes are introduced by changing the dye’s formal potential, but not when they are introduced by changing the conduction-band-edge energy. The mechanism also needs to account for first-order kinetics and for the persistence of normal-region behavior even at very high driving forces. The following sequence [Eqs. (8)–(11)], which parallels a mechanism proposed for back-ET reactions on TiO$_2$ [67], is consistent with the available data:

$$Sn^{IV}O_2 + ML^{2+} \rightarrow SnO_2(e_{cb}) + ML^{3+} \rightarrow Sn^{II}O_2$$

$$+ ML^{3+} \quad \text{(injection/trapping)} \quad (8)$$
Figure 18  Dependence of back-electron rate constant on pH for Ru(III)(bpy)$_2$(phospy)$_3^-$ covalently bound to SnO$_2$. The observed small reactivity variations (ca. factor of 5) are consistent with a residual zeta-potential-based driving-force effect.

$$\text{Sn}^{III}_2 + \text{H}^+ + \text{ML}_3^{3+} \rightarrow \text{Sn}^{III}\text{O(OH)}$$
$$\quad + \text{ML}_3^{3+} \quad \text{(proton intercalation)}$$ (9)

$$\text{Sn}^{III}\text{O(OH)} + \text{ML}_3^{3+} \rightarrow \text{Sn}^{IV}\text{O(OH)} + \text{ML}_3^{3+} \quad \text{(back ET)}$$ (10)

$$\text{Sn}^{IV}\text{O(OH)} + \text{ML}_3^{3+} \rightarrow \text{Sn}^{IV}\text{O}_2 + \text{H}^+$$
$$\quad + \text{ML}_3^{3+} \quad \text{(proton expulsion)}$$ (11)

First, injection occurs from the photoexcited dye into the tin oxide conduction band, but is followed by very rapid trapping at a site that is energetically close to the conduction band and physically close to the dye. Trapping is accompanied by rapid, charge-compensating uptake of a proton—either from a hydronium ion or from a water molecule. Perhaps because of the proton uptake, the trapped electron remains proximal to the dye for at least a few hundred nanoseconds. The proximity enables each electron to return precisely to the dye that initially injected it. In other words, the recombination is geminate and the process is first
order. Finally, following back ET, the charge-compensating proton is rapidly released by the trap site. The rate-limiting step in this sequence is Eq. (10). Because proton release occurs as a separate, following step, the energy of the electron in this step is governed by the pH-independent SnIII/O(OH)/SnIV/O(OH) couple. The band-edge energy, on the other hand, is controlled by the pH-dependent SnIII/O(OH)/SnIV/O2 couple. In this scenario, the driving force for the overall back reaction is approximately the difference in energy between $E_{cb}$ and the dye formal potential. This difference increases with increasing pH. The driving force for the rate-determining step, however, is the difference between the pH-independent SnIII/O(OH)/SnIV/O(OH) potential and the dye formal potential (also pH independent, apart from small zeta-potential-related perturbations). It is worth noting that similar mechanisms are common in solution-phase photochemistry. For example, the rate of oxidative quenching of Ru(bpy)$_3^{2+}$ by anthraquinone disulfo- nate is pH independent, despite the Nernstian pH dependence of the quinone/hydroquinone formal potential [105]. The rate-limiting step is an isolated electron-transfer step, with proton uptake by the semiquinone occurring in a following step.

Returning to interfacial reactions, the energy diagram in Fig. 15 illustrates, for TiO$_2$, how $\Delta G$ for the isolated back-ET step differs from $\Delta G$ for the overall back reaction (ET + proton expulsion). At typical pHs, the driving force for the isolated back-ET step is considerably smaller than for the overall back reaction. Recognizing the distinction, it is clear, for example, that the kinetically relevant driving forces for back ET from SnO$_2$ in Fig. 11 are smaller than implied by the figure—meaning that the reorganization energy is similarly smaller.

V. COMPARISONS AND CONCLUSIONS

At least for short to intermediate time scales, the kinetics of back electron transfer at the tin oxide—aqueous solution interface can be described by semiclassical Marcus theory. It follows that interfacial ET, rather than a process such as trap-to-trap electron hopping, must be rate determining for the family of dyes described here. The back-ET reaction is borderline nonadiabatic and is characterized by a surprisingly large reorganization energy. The origin of the large reorganization energy is unclear, but the persistence of thermally activated rate behavior in the Marcus inverted region points to largely classical (i.e., low frequency) contributions.

The detailed mechanism of the back-ET reaction shows a remarkable sensitivity to the mode of binding of the dye to the semiconductor surface. For electrostatically bound dyes, the overall reaction sequence is well described by Eqs. (12)–(14), with back ET evidently occurring directly from the tin oxide conduction band:
\[
\text{Ru}^{III}\text{L}_3^{3+} + \text{hv} \rightarrow \text{RuL}_3^{3+*} \quad \text{MLCT excitation} \quad (12)
\]
\[
\text{RuL}_3^{3+*} + \text{SnO}_2 \rightarrow \text{Ru}^{III}\text{L}_3^{3+} + \text{SnO}_2(e^-) \quad \text{electron injection} \quad (13)
\]
\[
\text{Ru}^{III}\text{L}_3^{3+} + \text{SnO}_2(e^-) \rightarrow \text{Ru}^{III}\text{L}_3^{3+} + \text{SnO}_2 \quad \text{back electron transfer} \quad (14)
\]

For covalently attached dyes, the mechanism is more complex, involving trap states as intermediates and entailing coupled proton transfer. Why do the mechanisms differ? It appears likely that phosphonate- and carboxylate-binding perturbs semiconductor surfaces sufficiently to create new trap states that can be rapidly populated following injection. The states are necessarily spatially proximal to the attached dyes, but apparently sufficiently separated from each other to preclude fast trap-to-trap hopping.

If the back ET rate is fast enough, it can attenuate a cell's quantum efficiency. Under certain circumstances (albeit, probably not achieved here), the rate can also influence a cell's photovoltage [10,106,107]. The differing mechanisms for back ET suggest differing criteria for optimization of cell performance under conditions where back ET rates do play a significant role. For example, higher driving forces yield faster rates for normal region reactions (covalently attached reactants), but slower rates for inverted-region reactions (selected electrostatically bound reactants). For polypyridyl-based MLCT chromophores, lower driving forces often go hand in hand with broader spectral coverage. For inverted-region reactions, this implies a trade-off between kinetic optimization (i.e., minimization of back-ET rates) and light collection. For normal-region reactions, on the other hand, kinetic and spectral optimization may well be achievable without a trade-off.

Are the mechanisms described here applicable to cells operating in nonaqueous environments? It is conceivable that the sequence described by Eqs. (12)-(14) occurs under certain conditions. The more complex sequence involving coupled electron and cation transfer probably does not. Although Li\(^{+}\) (the electrolyte cation most often used in Grätzel-type cells) is known to intercalate into high-area metal oxide semiconductors [49,90,108-111], the rate is probably too slow to be coupled to injection and back ET in the same way that aqueous proton uptake and release are coupled to these processes. The ability to use water itself as a proton source means that solution-phase diffusional limitations on proton uptake are absent. Alkali metal ion uptake from nonaqueous solutions, on the other hand, clearly is subject to diffusional limitations.

The available nonaqueous reactivity data from Meyer and co-workers [13] and from Schmehl and co-workers [60] on injection and back ET to and from TiO\(_2\) appear to point, instead, to a special role for equilibrium cation adsorption. In the absence of initial alkali metal ion adsorption, injection from MLCT-type chromophores does not occur. In their presence, injection does occur, but in
proportion to the amount of cation present. Curiously, the cation concentration appears not to affect rate constants for injection or back ET on TiO₂—only the yields for these reactions. Presumably, similar behavior would be encountered with SnO₂ electrodes. A speculative interpretation is that alkali metal cation adsorption serves to poise the conduction-band edge of an individual nanoparticle at a potential compatible with exoergic injection. At low cation concentrations, only a fraction of the nanoparticles comprising a high-area photoelectrode may have adsorbed enough cations to permit injection. Obviously, implied in this scheme are local modulation of \( E_{cb} \) and a spatially heterogeneous distribution of \( E_{cb} \) values under certain conditions.

In summary, at nanostructured tin-oxide semiconductor–aqueous solution interfaces, back ET to molecular dyes is well described by conventional Marcus-type electron-transfer theory. The mechanistic details of the reaction, however, are remarkably sensitive to the nature of the semiconductor–dye binding interactions. The mechanistic differences point, potentially, to differing design strategies for kinetic optimization of the corresponding liquid-junction solar cells.
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