Borderline Class II/III Ligand-Centered Mixed Valency in a Porphyrinic Molecular Rectangle
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A molecular rectangle of the form ([Re(CO) 3 ] 2 BiBzIm) 2 -í-í′-(LL) 2 , where BiBzIm is 2,2′-bisbenzimidazolate and LL are cofacially aligned [5,15-bis(4-ethynylpyridyl)-10,20-bis(n-hexyl)-porphyrinato]zinc ligands, has been examined via electrochemical, spectroelectrochemical, and electronic Stark effect methods. The rectangle displays three electrochemically accessible reductions assigned as LL based. The singly reduced rectangles are part of an unusual class of mixed-valence complexes where cofacial ligands, in this case porphyrins, comprise the degenerate redox centers. Absorption spectra for the singly reduced rectangle show two intense and narrow absorption bands in the near-infrared (NIR) region; the lower energy band is assigned as an intervalence transition. Time-dependent density functional theory electronic structure calculations support the assignment. Curiously, the transition displays a non-Marcus-type solvent dependence. NIR region electroabsorbance measurements of the singly reduced rectangle reveal a small but readily measurable dipole moment change of 0.56 ± 0.05 eÅ. On the basis of spectroelectrochemical and electroabsorption measurements, the singly reduced rectangle is assigned as a borderline class II/class III mixed-valence species.

Introduction

Among the most useful kinds of systems for understanding fundamental aspects of electron-transfer (ET) reactivity have been mixed-valence compounds, especially those displaying well-resolved intervalence absorption bands. Traditional inorganic mixed-valence complexes (MVCs) usually have the form M n-bridge-M n+1 where M is a transition metal and the bridge consists of an organic linker. Electronic communication between metal ions is typically achieved via through-bridge superexchange processes. This generally means that metal-to-bridge and bridge-to-metal charge transfer states (virtual states) must be accounted for to accurately model and interpret observed spectral features. 1 Metal-based mixed-valence compounds, especially those of second or third row transition metals, often exhibit overly broad intervalence bands because of the existence of multiple nondegenerate d donor orbitals. The nondegeneracy is typically a consequence of both spin–orbit coupling and ligand-field asymmetry. The multiple d orbitals give rise to multiple intervalence transfer (IT) bands that overlap spectrally but differ slightly in energy. 2 Since the accurate extraction of ET-reaction relevant parameters from IT bands depends on the knowledge of the shapes and intensities of individual bands, their overlap complicates their use for this purpose.

We have recently reported on several examples of a new class of MVCs that lack these complexities and complications. The class consists of singly reduced molecular rectangles. 3,4 The rectangles, in their neutral state, have the form ([Re(CO) 3 ] 2 X) 2-í-í′-(LL) 2 , where LL is a pair of redox active ligands (linear dipyridyl or diazine species) arranged cofacially along the long sides of the rectangle and X represents one of two bridging units (µ-alkoxides, µ-thiolates, or 2,2′-bisbenzimidazolates) on the short sides. 5 The Re atoms occupy the four corners of the rectangle. When one of the LL ligands is reduced by an odd number of electrons, the rectangles become MV species where the LL ligands comprise the degenerate redox centers.

Reference:

ligands are the degenerate redox centers, that is, ligand-centered mixed valency (LCMV) is attained. Within these systems, the four Re atoms serve mainly a structural purpose and do not significantly mediate electronic interaction between ligands. Rather, electronic communication is achieved primarily by direct overlap of the donor and acceptor orbitals, that is, either through-space or close-contact interactions, but not superexchange interactions. Consequently, these compounds comprise relatively rare examples of MVCs that are describable by two-state theories.

The initial studies showed that the magnitude of the electronic interaction characterizing LCMV in these systems can vary by a surprisingly large amount. Encountered were examples spanning the range from nearly class I to fully class III on the Robin–Day classification scale—in other words, from essentially completely valence localized and electronically noninteracting to completely valence delocalized and strongly electronically interacting. The salient structural features were LL/LL approach distance, extent of van der Waals (vdW) or sub-vdW contact, and degree of lateral alignment. Lateral offsets of as little as 2 Å for LL/LL ligand pairs in vDW contact were found to be sufficient to effectively shut off electronic communication (e.g., no observable IT band intensity).

With these observations in mind, we reasoned that an LCMV study of a previously synthesized molecular rectangle, a large pyridyl(ethynyl)porphyrin rectangle (1 shown in Figure 1), could prove interesting. With a ca. 5.7 Å × 24.5 Å rhenium framework, the neutral form of the complex is symmetrically distorted away from a strictly rectangular configuration. In particular, bending of two out of the four ethynyl-pyridines brings the porphyrins into van der Waals contact. The very large contact area (~100 Å²), and the presumably small reorganization energy, suggested to us that 1 might display class III behavior. At the same time, the observed lateral slippage of the porphyrin planes by ca. 1 Å with respect to each should diminish direct donor-orbital/acceptor-orbital overlap, potentially resulting in class II behavior. As detailed below, we find, in fact, that electronic coupling is substantial but that intervalence excitation apparently does involve a finite amount of porphyrin-to-porphyrin charge transfer. Additionally, we observe distinctly non-Marcus-type solvent effects upon the interband valence energy maximum.

Results and Discussion

Preliminary Electrochemistry and Spectroelectrochemistry. Figure 2 shows a differential pulse voltammetry scan of 1 in tetrahydrafuran with 0.1 M TBAPF₆ as the supporting electrolyte (solid black line). Also shown is the Gaussian deconvolution for each reduction step (dashed black line) after baseline correction.

Figure 1. Schematic drawing of 1 and stick model generated from the X-ray crystal structure coordinates (side and top view). Carbon atoms are shown in gray, oxygen in red, nitrogen in blue, zinc in pink, and rhenium in green. Hydrogen atoms were removed for clarity.

Figure 2. Differential-pulse voltammetry scan for 1 in THF with 0.1 M TBAPF₆ as the supporting electrolyte (solid black line). Also shown is the Gaussian deconvolution for each reduction step (dashed black line) after baseline correction.


redox states. The 190 mV difference between the first two reduction potentials of 1 corresponds to a greater than 95% preference for the singly reduced mixed-valence form. A second mixed-valence ion, the triply reduced version of 1, clearly is much less well stabilized with respect to redox disproportionation. The exact amount is difficult to determine via voltammetry alone because peaks for the 2−/3− and 3−/4− couples are not resolved. A lower-limit estimate is the statistical limit, that is, 50% as 13− and 25% each as 12− and 14−.

One explanation for the stability differences is geometric differences. In the collapsed conformation, addition of a second electron (in the valence localized limit) engender significant porphyrin/porphyrin electrostatic repulsion, thereby energetically inhibiting the process or, equivalently, displacing the second reduction potential to a significantly more negative value. On the other hand, assuming the repulsion leads to an open-cavity conformation for 13−, progressive addition of the third and fourth electrons should occur with little electrostatic penalty and, therefore, little difference between \( \Delta E^{2−/3−} \) and \( \Delta E^{3−/4−} \). (Similarly, interligand electrostatics should contribute in only a minor way to the difference in potential between the 1−/2− and 2−/3− couples—the observed difference instead reflecting the cost of placing an additional electron into an already partially occupied orbital.)

Assignment of the observed reductions as porphyrin centered is supported by UV−vis−near-infrared (NIR) spectroelectrochemical (SEC) measurements. Figure 3 shows a series of UV−vis−NIR absorption spectra for 1 during a typical SEC measurement in THF. The top panel (a) shows the reduction from the neutral to 1− state. Observed in addition to red shifts and intensity losses in the Soret and Q-band regions is the appearance of two new absorption bands in the NIR region, specifically at 860 and 1250 nm. Notably the two new bands disappear upon conversion to the 2− state (panel b). Further reduction to the 4− state is accompanied by broadening of the Soret and Q-bands and the appearance of several new bands between 900 and 1100 nm (not shown). A more careful evaluation of the spectra reveals that more than one additional species appears during the course of the second reduction, as expected, of course, if the 3− form is present to a significant extent at the intermediate stages of the SEC reduction. The new peak at 640 nm (bottom panel) continues to grow as the assembly is reduced to the 3− and 4− states.

Consistent with the redox assignments, the high-energy bands (<400 nm) associated with the BiBzIm bridging ligands are largely unaffected by the various reductions. A similar pattern is observed for 1 in CH2Cl2 as solvent, except that all of the porphyrin-based absorption bands are blue shifted relative to those obtained in THF.

Returning to the NIR part of the spectrum, the bands present in the 1− state, and not observed in the 0, 2−, 3−, and 4− states, are clearly electronic in nature. It is tempting to assign both as IT bands. As implied above, spectrally resolved multiple IT bands have occasionally been reported.

---

(8) An energetic and geometric subtlety may exist here. Recall that van der Waals forces (responsible for assembly collapse) are exceptionally short-range forces. If they are counterbalanced by an electrostatic interaction sufficient enough to separate the porphyrin ligands slightly, significant further separation should occur, with minimal additional loss of favorable van der Waals interactions, because of the geometric stabilization (covalent bond stabilization) obtainable by restraiitng the two bent ethynyl pyridine moieties. The fully expanded conformation then leads to smaller-than-otherwise-expected ligand/ligand electrostatic repulsions (and charge-state differences in repulsion) for the 2−, 3−, and 4− assemblies.
for traditional inorganic mixed-valence compounds featuring metals having large spin–orbit coupling constants. Electronic structure calculations discussed in the following section indicate, however, that only the lower energy band is associated with intervalence excitation.

**Electronic Structure Calculations**

Time-dependent density functional theory (TD-DFT) calculations were performed to provide some insight into the intervalence spectroscopy. (Similar trends were obtained from semiempirical (restricted open-shell Hartree–Fock) Zerner’s intermediate neglect of differential overlap (ZINDO) level calculations.) The starting point was the neutral version of 1, fixed at the crystallographically determined geometry. Single-point DFT calculations of the full system revealed that the frontier orbitals are entirely localized on the porphyrin segments; see Figure 4. The calculated energy difference between the LUMO and LUMO+1 orbitals is ~660 cm⁻¹; this leads to a Koopman’s theorem (KT) estimate of 330 cm⁻¹ for $H_{ab}$, the electronic coupling matrix element for ligand-to-ligand charge transfer in the corresponding anionic assembly. Repeating the calculation at the same geometry, while omitting the rhenium centers and the ancillary ligands, yields a KT estimate for $H_{ab}$ of 335 cm⁻¹. The similarity underscores the importance of direct donor-orbital/acceptor-orbital overlap and the unimportance of indirect coupling through the tetrarhenium framework.

In view of these findings, subsequent calculations were carried out without the rhenium atoms and nonporphyrinic ligands. The TD-DFT results obtained for the simplified version of the singly reduced dimer, again using the X-ray coordinates of the neutral assembly, indicate that the first optical band at 1200 cm⁻¹ is because of an electronic transition that mainly involves two molecular orbitals, closely resembling the LUMO and LUMO+1 orbitals of Figure 4. Therefore, this band is assigned to a porphyrin–porphyrin charge-transfer transition. Even though the TD-DFT $H_{ab}$ estimate of 600 cm⁻¹ is larger by a factor of 2 than the KT estimate, the calculated value is still much smaller than that derived from optical data (vide infra). We assign this discrepancy as most likely due to geometric differences between the neutral vs singly reduced versions of 1. In the neutral geometry (used for the KT and TD-DFT estimates), the porphyrin planes are laterally offset and present relatively poor orbital overlap. The resonance interaction in the singly reduced form would provide an energetic incentive for decreasing the offset and increasing the donor-orbital/acceptor-orbital overlap, thereby maximizing the electronic coupling; such a behavior has been suggested previously for benzene dimers.

When carrying out the TD-DFT calculations for a situation where the lateral offset between porphyrin planes is set to

zero, we obtain a much better agreement between the theoretical and experimental results. The TD-DFT calculations performed for a 3.5 Å separation between the porphyrins (i.e., in van der Waals contact) reveal the following:

(a) The lowest energy transition is a forbidden transition localized on one porphyrin.

(b) The next transition is an allowed porphyrin-to-porphyrin charge-transfer, that is, intervalence transition. Its energy corresponds to 6400 cm\(^{-1}\) (1560 nm) with an oscillator strength of 0.097. The corresponding transition dipole moment is oriented normal to the porphyrin planes, as required for a porphyrin-to-porphyrin charge-transfer transition. The absorption band seen experimentally at 1250 nm can be identified with this transition. It is important to note that the energy and intensity of this transition are dependent on the donor/acceptor separation distance and the extent of deviation from a cofacial configuration. Separating the porphyrins or increasing the offset between porphyrin planes leads, as expected, to a precipitous drop in the transition intensity and, consequently, in the estimate for \(H_{ab}\).

(c) A second intervalence transition occurs at \(E = 9200\) cm\(^{-1}\) (1090 nm). The calculated intensity, however, is zero as a consequence of zero net orbital overlap. It is conceivable that this transition could acquire some intensity via vibronic mixing. In the absence of such an effect, though, the band observed experimentally at 860 nm cannot be assigned to this transition.

(d) A porphyrin-localized transition of reasonable intensity (oscillator strength = 0.20) is found at 10 300 cm\(^{-1}\) (970 nm). On the basis of its intensity, the experimentally observed band at 860 nm is tentatively assigned to this transition rather than to a second intervalence transition.

**Figure 5.** Stark spectra and Liptay analysis (see Experimental Section) spectra for \(1^+\). Panel a: unperturbed absorption spectrum at 77 K in 4:1 MeTHF/butyronitrile (solid red line). Dashed and dotted lines are Gaussian deconvolutions. Panel b: frequency-weighted first and second derivatives of absorption spectrum (dashed—dotted blue line and dashed green line, respectively). Panels c and d: measured (solid black lines) and fit (open circles), Stark signals at \(\chi = 90^\circ\) and 55°, respectively. Independent fitting was done in two portions of the spectrum (indicated by bold red lines in the top panel). Included with the fits are the contributions from the zeroth, (red) and the first and second derivatives (dashed—dotted blue line and dashed green line, respectively) of the frequency-weighted absorption spectrum.
tric field induced change in molar absorptivity for a randomly oriented and immobilized sample. The change in absorption, the Stark spectrum, can be related to changes in molecular polarizability and dipole moment associated with optical excitation. Notably, the change in dipole moment, $\Delta \mu_{12}$, can be related to the adiabatic charge-transfer distance, $R_{12}$, via eq 1

$$\Delta \mu_{12} = eR_{12}$$

where $e$ is the unit electronic charge.

Mixed-valent rectangular samples for Stark analysis were generated by chemical reduction using 5% Na(Hg) in the presence of excess 15-crown-5, a sodium ion complexing agent. (This method proved to be superior to electrochemical methods for generating the more concentrated solutions required for Stark measurements.)

Figure 5 (panel a) shows the unperturbed absorption spectrum at 77 K along with the deconvoluted bands associated with the intervalence transition ($T_1$) and the transition near 860 nm ($T_2$) (dashed red lines) and Q-bands (dotted red lines). Both low-energy bands are blue shifted ($T_1$ by ca. 800 cm$^{-1}$ and $T_2$ by ca. 200 cm$^{-1}$) and narrowed relative to the bands measured at room temperature. Panel b shows the frequency-weighted first and second derivatives of the experimental absorption spectrum. The measured Stark responses ($\Delta \alpha$) at $\chi = 90$ and 55$^\circ$ are shown as solid black lines in panels c and d, respectively. Fits are shown as open circles. Also shown are the relative contributions to the fits from zeroth-, first-, and second-derivative components. The wavelength ranges over which the Stark signals were fit are indicated by the bold portions of the red line in panel a. Qualitatively, it can be seen that the second-derivative components (indicative of charge transfer) are strong contributors to the intervalence Stark spectra.

For $T_1$, a quantitative Liptay analysis (see Experimental Section for details) using measurements made at both angles revealed an absolute dipole moment change ($|\Delta \mu|$) of 0.56 $\pm$ 0.05 eÅ and polarizability changes of $\text{Tr}(\Delta \alpha) = 150 \pm 9$ $\text{Å}^3$ and $\Delta \alpha = 180 \pm 14$ $\text{Å}^3$. The analysis showed, as expected, that the transition dipole moment and $\Delta \mu$ vectors are collinear. The higher energy band ($T_2$), while displaying a well-resolved peak, overlaps to a degree with the tail of the lowest energy Q-band. Consequently, only two-thirds of the $T_2$ Stark spectrum (i.e., the low-energy portion) was initially fit. The quantities obtained were $|\Delta \mu| = 0.65 \pm 0.02$ eÅ, $\text{Tr}(\Delta \alpha) = 49 \pm 3$ $\text{Å}^3$, and $\Delta \alpha = 63 \pm 8$ $\text{Å}^3$. (The uncertainties reported are fitting uncertainties based on four independent measurements, not overall measurement uncertainties.) Not surprisingly, slightly better fits statistically were obtained for $T_2$ by fitting a series of Gaussian components spanning the $T_2$ + Q-band region. The values returned by the fit, however, were only marginally different. Additionally, the analyses showed for both transitions that the transition dipole moment and $\Delta \mu$ vectors are collinear.

With values for $|\Delta \mu|$ ($= eR_{12}$) in hand, Hush’s treatment (beginning with eq 2) was used to extract estimates of the initial-state/final-state electronic coupling energy ($H_{ab}$) from the experimental intervalence absorption spectra. In eq 2,

$$H_{ab} = \frac{0.0206}{R_{ab}} \sqrt{\nu_{\text{max}}} \epsilon_{\text{max}} \Delta \nu_{1/2}$$

$R_{ab}$ is the diabatic electron-transfer distance and $\nu_{\text{max}}$, $\epsilon_{\text{max}}$, and $\Delta \nu_{1/2}$ are the absorption peak energy, molar absorptivity, and bandwidth, respectively. To obtain $R_{ab}$ from Stark-determined $R_{12}$ values, we employed the generalized Muliken–Hush analysis, as prescribed by Cave and Newton and summarized in eq 3.

$$R_{ab}/e = \sqrt{(R_{12}/e)^2 + 4(\mu_{12})^2}$$

where $R_{12}$ is the value obtained from eq 1 and $\mu_{12}$ is the transition dipole moment in eÅ, as estimated via eq 4 from the intervalence absorption parameters.

$$\mu_{12} = \sqrt{\frac{\epsilon_{\text{max}} \Delta \nu_{1/2}}{\nu_{\text{max}}}}$$

The values obtained for $\mu_{12}$, $R_{ab}$, and $H_{ab}$ for $T_1$ are 1.37 eÅ, 2.8 Å, and 3900 cm$^{-1}$, respectively, using data for THF as the solvent. The experimental estimate of $H_{ab} = 3900$ cm$^{-1}$ is bracketed by the TD-DFT values of 4600 and 3200 cm$^{-1}$ derived for 3.2 and 3.5 Å porphyrin–porphyrin separation, respectively. The diabatic distance corresponds to the electron-transfer distance under hypothetical conditions of zero electronic coupling. The value obtained here is in fair agreement with the ~3.4 Å porphyrin–porphyrin separation distance for a cofacial van der Waals contact geometry; we note that for strongly interacting systems, the experimentally determined $R_{ab}$ values are often slightly smaller than geometric donor/acceptor separation distances.

Qualitatively, the large value obtained for $H_{ab}$ is indicative of extensive ground-state valence delocalization or, equivalently, transfer of only a small fraction of an electronic charge upon intervalence excitation. From eq 5, the fraction of charge transferred, $\Delta q$, is ~0.2. Alternatively, Hush’s delocalization parameter, $\alpha'$, taken as $H_{ab}/\nu_{\text{max}}$, is 0.49, that is, the amount of charge already transferred from donor to acceptor in the electronic ground state. In the framework of the two-state limit where the fraction of charge transferred

$$\Delta q = 1 - 2\alpha'$$

Spectrum in THF vs CH$_2$Cl$_2$, shows that a solvent dependence is virtually negligible (0.02) and the system can then be viewed as essentially fully delocalized.

Shown in Figure 6 are the adiabatic and diabatic surfaces for the ground state and intervalence excited state of I$^-$. The surfaces were obtained from the Hush theory, as outlined by Brunschwig and Sutin in their generalized description of two-state systems featuring parabolic diabatic surfaces.$^{1}$ Consistent with the near equivalence of $\lambda = \nu_{\text{max}} = 7940$ cm$^{-1}$ and $2H_{ab}$ (7800 cm$^{-1}$), a nearly barrierless ground-state surface, the characteristic of a borderline class II/class III system is obtained.

**Solvent Dependence**

Intervalence band energies for class II mixed-valence complexes, when evaluated in multiple solvents, often vary with the difference of the reciprocals of the optical and static dielectric constants of the solvent. The origin of the correlation is in Marcus-type solvent polarization contributions to the reorganization energy. Intervalance band energies for strongly class III systems ($2H_{ab} \gg \lambda$) often are insensitive to solvent. For less strongly coupled class III systems ($2H_{ab} > \lambda$) and borderline class II–class III systems ($2H_{ab} \approx \lambda$), modest changes in band energy with changes in solvent have been seen; however, the energy changes often correlate with properties other than dielectric parameters.$^{18,19}$ Figure 7, a comparison of the SEC-determined $T_1$ absorption spectrum in THF vs CH$_2$Cl$_2$, shows that a solvent dependence exists for intervalence excitation of the porphyrin assembly. In contrast to expectations from Marcus and related non-equilibrium solvent polarization theories, however, the absorption energy maximum for $T_1$ is higher in CH$_2$Cl$_2$ than in THF. Furthermore, the band in THF is asymmetric, with diminished intensity on the low energy side, whereas in CH$_2$Cl$_2$ it is nearly Gaussian. (The bandwidths at half-height are nearly identical, 1180 cm$^{-1}$ in CH$_2$Cl$_2$ and 1240 cm$^{-1}$ in THF.) The asymmetry observed in THF, in agreement with the trend shown by bands intensities, is a signature of a larger electronic coupling in THF vs CH$_2$Cl$_2$.\(^{20}\)

---


---

\((20)\) Ligation of the Zn(II) centers by THF (as opposed to very weak ligation by methylene chloride) should increase the overall electron density on the porphyrin ligands, potentially accounting for the increase in electronic coupling.

\((21)\) Unfortunately, baseline problems (probably due to the slow decomposition of the doubly reduced assembly) were encountered with the chemical reduction method. We suspect that these account for the slight difference between energies recorded following chemical vs electrochemical reduction. Most affected by baseline problems were measurements made in dimethylformamide as solvent, making these the least reliable entries in the table. The true energies in DMF are likely slightly smaller than those reported.

be implemented in the context of electroabsorbance measurements, specifically for mixed-valence species. One finding is that first-derivative components of Stark spectra can contain significant contributions from dipole moment changes, in addition to the expected polarizability information. Another is that the apparent dipole moment changes extracted from a Liptay analysis can differ from the true changes. In several, but not all, of the test cases modeled, the differences were small. One diagnostic of analysis failure was found to be a deviation of the measured Stark signal magnitude from the expected dependence on the square of the applied field, although in some instances where failure occurred reasonable adherence to field-squared behavior was still found. In any case, we observed the expected field-squared dependence in our measurements (which spanned a factor of 8 in field strength).

Another diagnostic demonstrates substantial departures of the Liptay fit (i.e., a frequency-weighted sum of zeroth-, first-, and second-derivative absorbance spectral contributions) from the experimental spectrum, although again not every poorly behaved case showed such departures. Although it may be inappropriate to generalize, the one example presented of poor behavior (in terms of fidelity of the Liptay-determined value of the dipole moment change) coupled with an excellent empirical fit of the Stark spectrum was characterized by a dominant first-derivative contribution to the spectrum. In contrast, we have not observed substantial departures from the empirical Liptay fits, nor is the spectrum for \( {\mathbf{1}}^- \) dominated by a first-derivative contribution. Together with the observed normal field-dependence, these findings suggest, but do not prove, that the analysis used has returned reasonably accurate estimates for \( R_{12} \).

A criterion for delocalization that is expected to hold regardless of whether vibronic coupling is important is

\[ \mu_{12} \geq eR_{ab}(2\sqrt{2}). \]

If vibronic coupling is significant, however, the Mulliken–Hush analysis (which assumes separability) should not be used to estimate \( R_{ab} \), leaving this as an undetermined quantity. An obvious choice, though, is the porphyrin–porphyrin center-to-center distance—about 3.4 Å for a collapsed geometry. On this basis, \( eR_{ab}(2\sqrt{2}) \) is 1.2 eA. For comparison, \( \mu_{12} \) for \( {\mathbf{1}}^- \) is 1.37 eA (THF) or 0.97 eA (CH\(_2\)Cl\(_2\)). These results suggest a class III or perhaps borderline class III/class II description, the greatest uncertainty in the analysis being the value of \( R_{ab} \). Additional experimental molecular structural studies and a quantitative vibronic analysis—both beyond the scope of this report—could prove to be informative.

Conclusions

Intervalence absorption due to ligand-centered mixed valency is readily observable for \( {\mathbf{1}} \), its singly reduced form. Electronic communication occurs by direct donor-orbital/acceptor-orbital overlap, rather than superexchange coupling, and is likely facilitated by a collapsed geometry that places the cofacial porphyrins in vdW contact. The resulting strong coupling gives rise to two intense low-energy transitions, one of which is found by electronic structure calculations to be an intervalence transition. The ground-state mixed-valence species appears to be a borderline completely delocalized system. Stark effect spectroscopy confirms both the residual charge-transfer nature of the low energy absorption band and the large, but not quite complete, degree of delocalization. Regarding the solvent effects upon intervalence, the intervalence spectrum is uncorrelated with the solvent parameters of Marcus theory and instead appears to be associated with specific effects involving axial ligation of the Zn(II) porphyrins. The triply reduced assembly also comprises a ligand-
centered mixed-valence species but lacks an observable intervalence transition. Electrochemical data suggest that the assembly adopts an open-cavity geometry in the 2−, 3−, and 4− states. The resulting physical separation of the porphyrinic redox centers would essentially eliminate direct orbital overlap and preclude significant intervalence intensity.

**Experimental Section**

**Materials.** 1 was available from a previous study,7 Butyronitrile, 2-methylenetetrahydrofuran (MeTHF), and pyridine were purchase from Aldrich and stored over 4 Å molecular sieves. Tetrahydrofuran (THF), methylene chloride, and dimethylformamide (DMF) were purified using a two-column solid-state purification system (Glasscontour System, Joerg Meyer, Irvine, CA). Na(Hg) (5%) and 15-crown-5 were purchased from Aldrich and used with any further purification.

**Electrochemistry.** All of the cyclic voltammetric experiments were performed and analyzed using a CHI900 (CH Instruments, Austin, TX) potentiostat. Electrolyte solutions (0.1 M tetrabutylammonium hexafluorophosphate (TBAPF6), Fluka) were added to 2 mL of anhydrous, nitrogen degassed solvent, with 1−2 drops of 15-crown-5, in a 1 mm quartz cuvette with a Teflon screw-top. The samples were then reduced in a 4:1 MeTHF–butyronitrile solution, using the same techniques as described above, except the concentration was approximately 5−10 times higher. Stark absorption measurements were conducted in a fashion similar to previous reports but with one modification: in addition to the photovoltaic HgCdTe detector (Judson Technologies) employed for near-infrared regions, a Si PIN Photodiode detector (Thorlabs) was used for visible regions.

**Stark Absorption Analysis.** Analysis of the data was performed using the Liptay method as described in detail elsewhere and only briefly summarized here. Each Stark spectrum was fit to a linear combination of the zeroth, first, and second derivatives of the low-temperature absorption spectrum A(ν) in eq 7, ΔA(ν) is

$$\Delta A(\nu) = \left\{ A_{\nu} + \frac{B_{\nu}}{15\nu} d[A(\nu)]/d\nu + \frac{C_{\nu}}{30\nu^2} d^2[A(\nu)]/d\nu^2 \right\} F_{\text{ext}}^2$$

(7)

where the frequency-dependent absorption change resulting from electric field modulation, h is Planck’s constant, c is the speed of light in a vacuum, and v is the frequency of the absorbed light. The F_{ext} value is the internal electric field experienced by the chromophore and can be written as

$$F_{\text{int}} = \frac{F_{\text{ext}}}{\gamma}$$

(8)

where F_{ext} is the externally applied electric field and f is the local-field correction. The value, f = 1.3, is typically used for organic solvents, was assumed for all of the calculations. It should be noted, however, that uncertainties of perhaps 20% exist for f. The coefficients A_{\nu}, B_{\nu}, and C_{\nu} provide information about electric-field-induced changes in the transition dipole moment and about excited-state/ground-state polarizability and dipole moment differences, respectively. The molecular parameters are determined as follows

$$A_{\nu} = \left( \frac{\alpha_{\nu}}{3} + (\beta_{\nu} - 1)[3\beta_{\mu} - 2\alpha_{\mu}] \right)$$

(9)

$$B_{\nu} = \frac{5}{2} \text{Tr} \Delta \alpha + (3\cos^2 \xi - 1)\left( \frac{3}{2} \text{Tr} \Delta \alpha \right)$$

(10)

$$C_{\nu} = |\Delta \mu|^2 \left[ (3\cos^2 \xi - 1) \right]$$

(11)

In these equations, \langle \alpha_{\mu} \rangle and \langle \beta_{\mu} \rangle are the scalar portions of the transition moment polarizability and hyperpolarizability tensors, Tr is the trace of the polarizability difference between the excited and ground electronic states, and \Delta \mu is the vector difference in dipole moment, \xi is the angle between the light and electric field vectors, and \Delta \mu is the angle between transition dipole moment and \Delta \mu vectors.
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